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ABSTRACT

One open question in El Niño–Southern Oscillation (ENSO) simulation and predictability is the role of random
forcing by atmospheric variability with short correlation times, on coupled variability with interannual timescales.
The discussion of this question requires a quantitative assessment of the stochastic component of the wind stress
forcing. Self-consistent estimates of this noise (the stochastic forcing) can be made quite naturally in an empirical
atmospheric model that uses a statistical estimate of the relationship between sea surface temperature (SST) and
wind stress anomaly patterns as the deterministic feedback between the ocean and the atmosphere. The authors
use such an empirical model as the atmospheric component of a hybrid coupled model, coupled to the GFDL
ocean general circulation model. The authors define as residual the fraction of the Florida State University wind
stress not explained by the empirical atmosphere run from observed SST, and a noise product is constructed by
random picks among monthly maps of this residual.

The impact of included or excluded noise is assessed with several ensembles of simulations. The model is
run in coupled regimes where, in the absence of noise, it is perfectly periodic: in the presence of prescribed
seasonal variability, the model is strongly frequency locked on a 2-yr period; in annual average conditions it
has a somewhat longer inherent ENSO period (30 months). Addition of noise brings an irregular behavior that
is considerably richer in spatial patterns as well as in temporal structures. The broadening of the model ENSO
spectral peak is roughly comparable to observed. The tendency to frequency lock to subharmonic resonances
of the seasonal cycle tends to increase the broadening and to emphasize lower frequencies. An inclination to
phase lock to preferred seasons persists even in the presence of noise-induced irregularity. Natural uncoupled
atmospheric variability is thus a strong candidate for explaining the observed aperiodicity in ENSO time series.
Model–model hindcast experiments also suggest the importance of atmospheric noise in setting limits to ENSO
predictability.

1. Introduction

The El Niño–Southern Oscillation (ENSO) phenom-
enon in the tropical Pacific is the most striking example
of the natural climate variability on interannual time-
scales. Warm or cold sea surface temperature (SST)
anomalies (e.g., Deser and Wallace 1990) and modifi-
cation of the zonal slope of the thermocline for the ocean
(e.g., Wyrtki 1985), modifications in the intensity and
location of the main convection areas (e.g., Ropelewski
and Halpert 1989), and large changes in the zonal wind

Corresponding author address: Dr. J. David Neelin, Department
of Atmospheric Sciences, UCLA, Los Angeles, CA 90095.
E-mail: neelin@atmos.ucla.edu

intensity for the atmosphere (see Barnett 1985) are dom-
inant features of ENSO.

Ocean–atmosphere coupled numerical simulations
have been used thoroughly to investigate the physical
mechanisms connected to its development. These in-
clude simple coupled models (e.g., Hirst 1986, 1988),
intermediate coupled models (e.g., Zebiak and Cane
1987; Schopf and Suarez 1988; Battisti 1988), fully cou-
pled general circulation models (e.g., Philander et al.
1992; Neelin et al. 1992; Latif et al. 1993), and hybrid
coupled models (e.g., Neelin 1990; Barnett et al. 1993).
These studies led to a better description of the phenom-
enon and an understanding of its underlying cyclic na-
ture. The modeling view holds ENSO to be an oscil-
lation with a period that depends on the dynamical ad-
justment of the subsurface ocean (Schopf and Suarez
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1990; Battisti and Hirst 1989). Recent analytical studies
aimed at refining this and at understanding the rela-
tionship among various regimes (propagating modes or
standing oscillations) found for simulated coupled vari-
ability (e.g., Wakata and Sarachik 1991a,b; Jin and Nee-
lin 1993a,b; Neelin and Jin 1993). In most models, this
oscillation grows as an unstable coupled mode (see Phi-
lander et al. 1984; Neelin 1991).

If ENSO is essentially cyclic, an obvious question is
the source of its aperiodicity and, consequently, of bar-
riers to its predictability. Though power spectra of
ENSO time series have a broad spectral peak at 3–5
years consistent with oscillatory behavior (Rasmusson
and Carpenter 1982; Rasmusson et al. 1991; Jiang et al.
1995), ENSO time series exhibit considerable irregu-
larity. ENSO irregularity might arise from chaos within
the slow components of the coupled system. Proposed
routes to chaos have included period doubling (Münnich
et al. 1991; Chang et al. 1994), interaction between
modes (Mantua and Battisti 1995), and the interaction
between ENSO inherent interannual variability and the
earth’s seasonal cycle (Jin et al. 1994; Tziperman et al.
1994; Chang et al. 1995; Tziperman et al. 1995; Jin et
al. 1996).

Another plausible mechanism for aperiodicity in-
cludes forcing by uncoupled atmospheric variability.
Zebiak (1989) suggested such effects were small. Pen-
land and Sardeshmukh (1995) have recently argued
from empirical models based solely on SST data that
ENSO variability is due to several decaying modes
maintained by atmospheric stochastic forcing. With an
intermediate coupled ocean–atmosphere model, Klee-
man and Power (1994) specifically addressed the issue
of ENSO predictability limited by atmospheric noise,
and suggested significant error growth in SST within
only 4 months. This is comparable to the fastest times-
cale of error growth by deterministic coupled processes
found by Goswami and Shukla (1991).

The role of uncoupled atmospheric variability on
ENSO irregularity must be assessed quantitatively. The
extent of the effect depends crucially on the magnitude
and spatial properties of the noise estimate, as well as
on the properties of the deterministic coupled model.
Encouragingly, there is considerable agreement between
the current study and simultaneous work by Eckert and
Latif (1997) with an independent model. In this study,
we emphasize that the atmospheric variability that exists
independent of SST variations must be separated from
the coupled component while preserving the spatial cor-
relations of the noise, because the ocean is sensitive to
the spatial structure of the forcing. We use in our study
an empirical estimate of the noise that attempts to sep-
arate such coupled and uncoupled signals. The empirical
atmosphere is derived from singular value decomposi-
tion (SVD) of the covariance matrix calculated from
time series of pairs of interannual anomalies of observed
monthly mean SST and Florida State University (FSU)
pseudo–wind stress fields. The stochastic component of

the wind stress forcing is based on the difference be-
tween observed wind stress and the part that may be
attributed to SST through the SVD model. By construc-
tion, it maintains spatial correlations and has the same
standard deviation as observations. The noise we define
this way has little autocorrelation at lags longer than 1
month, and so the stochastic forcing for the coupled
system is defined by random picks among monthly maps
of this noise product. We evaluate the sensitivity of our
ENSO model to this additional noise component in the
wind stress forcing in cases with or without the inclusion
of a prescribed mean seasonal variability.

Section 2 briefly describes the components of the cou-
pled model. Section 3 describes the estimation of the
stochastic forcing we use in this study. In section 4, the
paper focuses on the effect of this additive atmospheric
noise forcing on the simulation of a regular ENSO cycle.
Section 5 addresses the possibility that such noise can
sustain an otherwise decaying ENSO mode. Section 6
presents some results on predictability inferred from
coupled noise experiments considered as forecasts of a
model control run by other model runs. Section 7 de-
scribes a rough test of multiplicative noise. Conclusions
are drawn in the last section.

2. Model

a. Hybrid modeling

The combination of a complex ocean model with a
simpler atmospheric model for coupled interaction stud-
ies is now commonly referred to as a ‘‘hybrid coupled
model’’ (Neelin 1990) or HCM. The fast adjustment of
the atmosphere to changes (in SST) at the ocean surface
motivates the use of a steady-state statistical or empirical
model for the atmosphere. A more accurate represen-
tation of the oceanic dynamics is used since the ocean
accounts for most of the memory of the coupled system.
The main advantages of a hybrid coupled model lie in
the subsequent easier understanding of the coupled
mechanisms and in its low computing cost, with respect
to a fully coupled general circulation model (coupled
GCM), that allows the development of numerous sen-
sitivity experiments.

Most HCMs make use of an ocean GCM (OGCM)
coupled to a steady-state Gill (1980) type model as in
Neelin (1990) or to a statistical model for the atmo-
sphere built on empirical relations diagnosed between
the SST and wind stress fields [with, e.g., point corre-
lations as in Latif and Flügel (1991), or field to field
relations using empirical orthogonal functions like in
Barnett et al. (1993)]. A closely related version of the
model used in the present study was introduced by Syu
et al. (1995). Such HCMs aim at understanding ENSO
variability by focusing on the physical coupled mech-
anisms and some are used as forecasting tools (Barnett
et al. 1994).
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b. The ocean model

As in Syu et al. (1995), the OGCM is basically version
1.0 of the GFDL modular ocean model. The domain is
the tropical Pacific Ocean from 308S to 508N and from
1308E to 758W, with the highest resolution used in the
central Pacific (28 in longitude, 0.58 in latitude). The
ocean floor is assumed flat, but realistic coastlines are
included. There are 27 levels in the vertical, with most
of them in the top 200 m (10-m resolution in the first
100 m).

The vertical turbulent mixing is diagnosed from Rich-
ardson-number-dependent vertical eddy diffusivity and
viscosity coefficients, with analytical relations fitting the
observations reported by Peters et al. (1988). The ver-
tical penetration in the ocean of the solar radiation is
taken into account, with a formulation including vertical
extinction coefficients (Paulson and Simpson 1977).

c. The atmospheric model

Wind stress in the hybrid coupled model is produced
by the ‘‘SVDI’’ methodology described in Syu et al.
(1995). In this model a statistical estimate of the rela-
tionship between SST and stress anomaly patterns is
derived from singular value decomposition (SVD) of
the covariance matrix calculated from time series of
pairs of observed monthly mean SST and pseudo-stress
fields, with the observed climatological monthly means
subtracted out from the data (for a review of the SVD
algorithm, see Bretherton et al. 1992). The purpose of
the SVDI model is to determine statistically optimized
coupled modes of variability that can be used to define
a field of wind stress anomalies using, as input, a field
of SST anomalies. In this study we also consider the
residual fields of stress (the portion of the observed
stress not linearly coupled to SST anomalies). These
fields are used as estimates of stochastic forcing for the
coupled model, as described in section 3. As in Syu et
al. (1995), observed monthly mean SST and surface
pseudo-stress data (t) for the period from January 1970
through December 1988 are used to derive the coupled
modes. The SST data were analyzed at the U.S. National
Meteorological Center using both in situ and satellite
observations (Reynolds 1988). The t vector fields were
subjectively analyzed at the Florida State University
(Legler and O’Brien 1984). Both SST and t fields have
been averaged onto a 187-point grid with 48 lat 3 88
long resolution, covering the tropical Pacific basin be-
tween latitudes 208N and 208S. The two stress anomaly
components u9 and v9 at each grid point are treated as
independent scalar variables in the covariance matrix.

In the coupled model, and as in Syu et al. (1995),
only the first seven modes that account for most of the
observed covariability between SST and pseudo–wind
stress are retained; they account for 68% and 34%, re-
spectively, of the initial total variance of the SST and
pseudo-stress time series. The covariance associated

with subsequent modes drops off sharply. We use a drag
coefficient Cd 5 1.2 3 1023 to convert pseudo stress
into wind stress anomalies, with an additional multi-
plication by m 5 1.2 (the coupling coefficient) before
addition to the mean climatological wind stress (FSU
analyses).

The atmospheric model provides the wind stress com-
ponent of the atmospheric feedback. The surface heat
fluxes are presented as a local linearization about the
climatology (Oberhuber 1988), giving a restoring term
to the observed climatological SST (Oberhuber 1988):

Q 5 Qobs 1 (dQ/dT)obs (SST 2 SSTobs), (2.1)

where the value of (dQ/dT)obs is an estimate based on
Seager et al. (1988).

Prescribed climatologies for the wind stress and the
heat fluxes are either seasonal, or, in the case where the
seasonal cycle is omitted, annual mean values. The SST
used as the reference to diagnose SST anomalies in the
coupled experiments is the mean seasonal or annual SST
obtained when forcing the OGCM with the mean sea-
sonal or annual value of the observed wind stress.

3. Estimate of the stochastic component

a. Space/time structure of observed stochastic forcing

The SVDI algorithm used to derive reconstructed
stress fields for the hybrid coupled model is described
in detail by Syu et al. (1995). As discussed in that paper,
the zonal stress anomaly variance per grid point cap-
tured by SVDI from observed SST anomalies is 55 m4

s24, while the total observed anomaly variance is 190
m4 s24. Therefore, according to the SVDI model, the
zonal stress anomaly accounted for by SST is 29% of
the observed u9 variance. The 71% left as residual vari-
ance may be attributed largely to atmospheric internal
variability and other mechanisms not explained by SST.
The corresponding v9 variance captured by SVDI is
41%, leaving 59% as the residual. Locally, however, the
fraction of total stress anomaly variance described by
SVDI varies considerably.

Figure 1 compares the geographical distribution of u9
variability in the observed data with the variability as-
sociated with SST anomalies according to the SVDI
model. The standard deviation of the data (Fig. 1a) ex-
hibits a broad central Pacific maximum centered near
the dateline and extending to the northeast and southeast
from the equator, with minima near the equator in the
far western and eastern parts of the basin. The standard
deviation of u9 reconstructed from SVDI, shown in Fig.
1b, reproduces a more equatorially confined maximum
in the vicinity of the date line with slightly less ampli-
tude than in the data (as it must), with reconstructed
zonal stress anomalies exhibiting only a small fraction
of the observed variance poleward of 108 in either hemi-
sphere. Thus, the map of the standard deviation of re-
sidual zonal stress anomalies (Fig. 1c) shows maxima
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FIG. 1. Horizontal map of the standard deviation computed for the
zonal wind stress anomaly over the period 1970–92. (a) Observations
(pseudo-stress FSU analysis). (b) Atmospheric model forced by the
observed SST. (c) Residuals: difference between observed stress and
that attributed to SST forcing by the atmospheric model. Heavy solid
and dashed contours are, respectively, 16 and 12 m2 s22; light solid
and dashed contours are, respectively, 8 and 4 m2 s22. (d) Horizontal
map of the 1-month lag correlation for the zonal residuals over the
period 1970–92. Solid, dashed, and dotted contours are, respectively,
0.4, 0.3, and 0.2.

FIG. 2. As in Fig. 1 except for the meridional component of the
wind stress.

in the subtropics of either hemisphere and an equatorial
central Pacific minimum. A measure of the ‘‘noisiness’’
of the residuals is the one-month-lag autocorrelation of
gridpoint residual values, shown in Fig. 1d. Off the
equator the autocorrelation is less than 0.2 except along
the eastern boundary of the domain and in a small patch
near 108N, 1508W. Several limited regions along the
equator show autocorrelations between 0.2 and 0.3.
These values are considerably less than the 0.4–0.5 au-
tocorrelations typical of SVDI-reconstructed equatorial
zonal stress anomalies (see Syu et al. 1995).

Figure 2 shows analogous statistics for meridional

stress anomalies. Away from the basin boundaries the
largest observed standard deviations occur along 108N
east of the date line. The variability produced by the
SVDI reconstruction (Fig. 2b) has smaller amplitude in
this region but reproduces the variance maximum in the
right place. Large standard deviations are also observed
along the southern edge and in the northwest corner of
the domain, but most of this variability is neglected by
SVDI and shows up in the residual fields. The map of
v9 residual variability in Fig. 2c suggests a band of
maximum variability extending across the ocean just
south of the equator. The one-month autocorrelation of
v9 residuals (Fig. 2d) shows much higher equatorial val-
ues than the analogous plot for u9. This could be due
to the existence of atmospheric variability with longer
correlation times in meridional stress than in zonal
stresses. More likely, it may be that the meridional wind
stress response to SST is more nonlinear than that of
zonal stress and thus that the SVDI model misses part



JULY 1997 1477B L A N K E E T A L .

TABLE 1. Correlations of the zonal (u9) and meridional (v9) pseudo–
stress anomaly components with the Niño3 SST anomaly index (av-
erage over the eastern equatorial Pacific 68S–68N, 1518–878W), for
various locations. The correlations are given for the observed stress
anomalies, the stress anomalies linearly related to SST according to
the SVDI model, and the residual anomaly (observed minus SVDI).

u/v lat/long

r
(Niño3,

obs)

r
(Niño3,
SVDI)

r
(Niño3,
resid)

u Eq, 1798W 0.54 0.87 0.11
v Eq, 1798W 20.24 20.63 20.10
u 16N, 1738E 20.16 20.38 20.02
v 16N, 1738E 20.11 20.32 20.09
u Eq, 1498E 0.08 0.41 0.19
v Eq, 1498E 0.14 0.28 0.05
u Eq, 998W 20.22 20.13 0.19
v Eq, 998W 0.39 0.60 0.07

FIG. 3. Power spectrum of zonal wind stress anomaly fluctuations,
for the observed pseudo stress (solid line), for the SVDI-reconstructed
pseudo stress (dotted line and diamonds), and for the residual (dashed
line): (a) on the equator, at 1798W; and (b) at 168N, 1738E.

of this response to SST, which is then left in the residual.
We thus have to accept the caveat that a portion of the
residual meridional stress anomalies that we treat as
noise may have either deterministic origins or longer
decorrelation times.

Table 1 shows correlations of pseudo–stress anoma-
lies at various locations with the Niño3 index, taken for
the observed stress components and then for the com-
ponents explained by SST and the residual, respectively.
As expected, the component linearly associated with
SST has much higher correlation with Niño3 than the
observed stress in the regions where the ENSO signal
is large, especially on the equator at the dateline. The
residual correlations are low everywhere. This lends
support to our contention that the residual can be used
as an uncorrelated noise product.

Figure 3 shows the low-frequency portion of the pow-
er spectrum of u9 fluctuations at two grid points, one
centered on the equator at 1798W (within the SVDI
variance maximum shown in Fig. 1b), the other at 168N,
1738E in the ‘‘high noise’’ region north of the equator
in Fig. 1c. On the equator, the spectrum derived from
observations contains a broad spectral peak at periods
of 3 to 6 years. The spectrum of the SVDI model forced
by SST reproduces this peak well, while it has less than
the observed power at periods less than 36 months, as
expected. The spectrum of residual zonal stress is rea-
sonably white, with comparable power at all frequen-
cies. For periods less than about 10 months essentially
all the observed variance is contained in the residual
(Syu et al. 1995), while at periods longer than 2 years
the residual variance is considerably less than that at-
tributed to SST. We remind the reader that a phenom-
enon with short decorrelation time has approximately a
flat (white) spectrum at frequencies lower than the in-
verse of the decorrelation time. Thus, the presence of
low-frequency signal in the residual is entirely expected
and consistent with our later approximation of the sto-
chastic forcing as white on timescales longer than a
month. The partition of u9 variance between SVDI and
its residual is much different at 168N. The observed

spectrum stills displays a modest 36–54-month spectral
peak (note the expansion of the ordinate relative to panel
a). Variability at the ENSO timescale is captured very
efficiently by SVDI, and the 36–54-month spectral peak
stands out much more clearly in the SVDI spectrum
than in observations. The higher-frequency portion of
the observed spectrum is not represented by the at-
mospheric model response to SST at all and shows up
entirely in the residual spectrum. We note the caveat
that there are apparent peaks in the residual spectrum;
insofar as these are reliable, they are due to processes
that we cannot account for. What we can capture is that
there is power in the residual across all frequencies that
is not attributable to tropical SST by our linear statistical
model. This variance will be represented as a noise prod-
uct that is white at periods in time longer than a month.

b. Implementation of stochastic forcing in the HCM

The datasets used to derive the SVDI model consist
of 228-month time series of SST and pseudo–stress field
anomalies. Using the singular vectors determined by
SVDI, we generate monthly reconstructed zonal and
meridional stress anomaly fields that retain only the por-
tion of the stress linearly coupled to the underlying SST
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FIG. 4. Power spectrum of the Niño3 SST anomaly time series: (a)
as a function of the period, for a 112-yr simulation with the OGCM
only (uncoupled mode) forced by the empirically estimated stochastic
wind stress product added to the mean annual observed stress; (b) as
a function of the frequency, for the observations (period 1950–93).
Spectra from the maximum entropy method (MEM) of order 30.

TABLE 2. Length (in years) and standard deviation for Niño3 SST time series from observations and HCM simulations (with or without
prescription of the seasonal cycle, with or without added noise). The last row corresponds to an ocean-only experiment (coupling coefficient
equal to 0).

No seasonal cycle With seasonal cycle

Length of the
time series

Standard
deviation

Length of the
time series

Standard
deviation

HCM without noise 48 years 1.128C 56 years 0.688C
HCM with noise

m 5 1.2 52 years 0.988C 88 years 0.848C
m 5 0.8 41 years 0.808C / /

Observations / / 44 years 0.828C
OGCM with noise

m 5 0.0 112 years 0.538C / /

anomaly field. By subtraction from the original stress,
we obtain the 228-month series of residual stress fields.
To preserve the intrinsic spatial coherence of these re-
siduals, we define our monthly stochastic forcing by
entire residual fields chosen randomly among this 228-
month sample.

For reference, we consider first the response of this

noise product on the uncoupled ocean. A spectrum of
the Niño3 SST anomaly (averaged over the box 1508–
908W, 58S–58N) obtained when forcing the ocean model
with this noise added to the annual mean value of the
observed stress is given in Fig. 4a. An approximately
red spectrum for periods shorter than 12 months satu-
rates to approximately white at longer periods. The max-
imum entropy method (MEM) has been used for all
spectra shown hereafter. Spectra have also been com-
puted by Fourier transform and multitaper methods for
verification of essential features (not shown). MEM
spectra have been computed for various orders of pro-
cess to determine the order that gives reliable spectral
peaks for the given length of series; order N 5 30 is
used in Fig. 4 et seq. For comparison, MEM spectra of
monthly time series of the same length produced by a
white noise process were examined for occurrence of
spurious peaks (not shown). All spectra were computed
using the toolkit of Dettinger et al. (1995). The peak at
around 9 months in the ocean response appears reliable
and is at the correct timescale for the lowest frequency
ocean basin mode of the first baroclinic vertical mode
(Neelin and Jin 1993). The power spectrum associated
with the observed Niño3 SST anomalies over the period
1950–93 is given as a reference in Fig. 4b. For the order
N 5 30 MEM process used here, the ENSO peak at
slightly less than four years may be seen, while the
secondary ENSO peak sometimes noted at around two
years (Rasmusson et al. 1990; Barnett 1991; Jiang et al.
1996) is less evident. The oscillatory nature of ENSO
variability indicated by this peak is apparently not found
in the uncoupled ocean spectrum of Fig. 4a.

4. Effects of added atmospheric noise on a regular
ENSO cycle

We now examine the simulated ENSO in the coupled
model with and without the addition of this estimate of
atmospheric stochastic forcing. The modest computa-
tional cost of the HCM permits us to examine a number
of multidecade runs (summarized in Table 2). We ex-
amine first cases in which the climatology is constructed
using annual average climatological wind stress and heat
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FIG. 5. Time–longitude diagram of equatorial SST interannual anomalies for the HCM. (a) Without seasonal cycle (pure interannual
variability); and (b) with a prescribed mean seasonal cycle for the wind stress and the surface heat flux. Contours are 18C, dotted regions
indicate negative anomalies. Only a 12-yr subset out of the total experiment is shown.

fluxes, then cases in which the seasonal cycle is included
in the climatology.

In these results, the spectral and other statistical char-
acteristics of the variability are essentially independent
of the initial conditions. For completeness, we note that
coupled runs are started from multiyear ocean runs, ei-
ther with or without annual cycle. The multiyear spinup
helps avoid drift associated with adjustment of the deep
ocean. Runs with the seasonal cycle begin in January.
To quickly generate interannual variability of statistical
equilibrium amplitude, the first month of each coupled
simulation has an added westward wind stress anomaly
in the western Pacific. This initial shock would corre-
spond to about a 2.58C anomaly for the Niño3 SST.

a. Pure interannual variability

We consider first the case with no seasonal cycle in
the boundary conditions because the behavior is more
complex when seasonal variability is included, and be-

cause the inherent period obtained for ENSO-like vari-
ability in the absence of seasonal cycle is an important
indicator of a model’s behavior. Figure 5a depicts the
interannual variability for the equatorial SST over a
12-yr period selected out of the total integration. The
spatial form is much as described in Syu et al. (1995),
happening as a standing oscillation in SST with a period
close to 30 months, with a hint of westward propagation.
A hint of low-frequency variability is also visible, which
is not well understood and is small enough to be ignored
in this study. The overall temporal evolution is in rea-
sonable agreement with known ENSO patterns, al-
though the variability near the date line is slightly larger
than canonical ENSO patterns from the 1970s and
1980s. Other results with the same hybrid coupled mod-
el have shown that the inclusion of a coupled feedback
scheme for the shortwave radiation tended to reduce the
variability in this region (Waliser et al. 1994). Other
experiments (not shown), where the Oberhuber (1988)
heat flux is replaced by a climatology chosen to give
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FIG. 6. Power spectrum of the Niño3 SST anomaly time series for
the HCM: (a) for a simulation without seasonal cycle; (b) for a sim-
ulation with prescribed mean seasonal cycle for the wind stress and
the surface heat flux. Time series length is 48 and 56 yr for (a) and
(b), respectively, and MEM order N 5 30 is used in both cases.
Vertical dashed lines indicate periods of 5, 4, 3, 2, and 1 yr, respec-
tively.

FIG. 7. As in Fig. 5b (case with seasonal cycle), except for a simu-
lation with an added wind stress noise component.

closer agreement between simulated and observed cli-
matological SST at the edge of the warm pool in the
uncoupled model, show that this also reduces the vari-
ability near the dateline.

A spectral analysis of the Niño3 SST time series em-
phasizes the almost exact periodicity associated with the
development of warm and cold events in the HCM. An
MEM spectral analysis of monthly values of the Niño3
index leads to a single dominant spectral peak at 28.7-
month period. The second harmonic of this peak may
also be noted (Fig. 6a).

b. Inclusion of a prescribed seasonal cycle

The inclusion of a prescribed seasonal cycle for both
the climatological wind stress and surface heat flux has
no impact on the monotony of the simulated interannual
variability but notably modifies the period of the oscil-
lations: the development of cold and warm events looks
very similar both in intensity and structure, but ENSO

variability is now locked to a 2-yr period (Fig. 5b).
Maximum and minimum anomalies of SST appear in
early summer in the eastern Pacific while the variability
peaks in late fall at the date line. Some longer timescale
variability is also detectable in time series plots. How-
ever, spectra of the Niño3 anomaly time series (Fig. 6b)
are dominated by a single spectral peak at the 2-yr
period. This is simply a nonlinear shift of the inherent
ENSO period seen in Fig. 6a to the nearest multiple of
the annual cycle, namely 2 yr.

c. Coupled runs with stochastic wind stress forcing

To study the impact of added noise on the surface
wind stress, multidecade coupled experiments are run
for both cases, that is, without and with seasonal cycle
included. The simulations are identical to the control
runs described above except for the added noise com-
ponent. The most obvious effect of the stochastic forcing
is the much richer diversity obtained in the succession
of cold and warm events. Figure 7 shows the time evo-
lution along the equator for the case that includes the
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FIG. 8. As in Fig. 6 except for simulations with wind stress noise
added: (a) spectrum for case without annual cycle; and (b) spectrum
for case with annual cycle. Time series lengths are 52 and 88 yr,
respectively.

seasonal cycle (the case without the seasonal cycle has
similar features, so it is not shown). Some episodes are
much larger than the amplitude of the periodic cycle in
the control run, comparable to the largest observed EN-
SOs. Several episodes are weak, and sometimes warm
(or cold) phases have much shorter duration, comparable
to aborted ENSOs, and some have longer duration than
in the control run. There is considerable variation also
in the spatial patterns of the warm and cold episodes,
with some episodes concentrated in the eastern basin
and some with large westward extension. A more quan-
titative view of the irregularity in time of the interannual
variability is given by the power spectrum of the Niño3
index (Fig. 8) for cases without and with seasonal cycle.
The spectral peak associated with the model ENSO cy-
cle is considerably broadened in both cases. In the case
without annual cycle (Fig. 8a) the broadening is sub-
stantial. The half-width of the peak is more than 0.1
yr21 (although this depends slightly on the MEM order).
Furthermore, the peak has shifted to a somewhat lower
frequency. Since this effect appears not to be simply
due to the addition of a red background, we presume

that nonlinear effects of the noise upon the cycle must
be responsible. In the case with annual cycle, the broad-
ening is even more dramatic, and there is a clear shift
toward longer periods. Whereas the control run with
annual cycle had its period shifted to lock to exactly 2
yr, the peak in the noise-forced case spans the whole
2–3-yr range. In general, for periodically forced systems
(Iooss and Joseph 1990), and in particular for ENSO
(Jin et al. 1996), frequency locking to nonlinear sub-
harmonic resonances at integer multiples of the external
frequency can occur over substantial regions of param-
eter space. The peak broadening seen in Fig. 8b is con-
sistent with a tendency for the stochastically forced sys-
tem to visit subharmonic resonances at both 2 and 3 yr,
to either side of the model inherent ENSO period at 2.4
yr.

d. Preferential seasonal phase for simulated ENSOs

We now diagnose whether the newly generated ENSO
events are randomly spread along the calendar year or
still locked on a preferential seasonal phase, as docu-
mented by observations (Rasmusson and Carpenter
1982). We compare observations of the Niño3 SST
anomaly index with the one obtained from the model.
All time series are normalized by their respective stan-
dard deviation, and we define warm or cold periods by
normalized SST anomalies greater or lesser than 0.5.
We then sum for each month of the calendar year the
occurrences of warm or cold events. This makes sense
because the timescale of a given warm or cold phase is
likely to last less than one year, except in very unusual
episodes like the 1982–83 El Niño. The histogram for
each month (Fig. 9) is finally normalized so the average
over all calendar months is unity. Thus, a value larger
than one indicates a preferential period for the devel-
opment of anomalous episodes. The observations for
the period 1950–93 are used.

Results for the HCM run with stochastic forcing show
there is still a seasonal dependence for the development
of warm and cold phases. The added noise disrupts the
period locking but a specific phase of the annual cycle
is still preferred. The model is characterized by a min-
imal number of warm or cold occurrences in late winter
and early spring, just like the observations. The in-
creased likelihood of warm occurrences (Fig. 9b) in the
Niño3 region by this criterion is found in May through
October in observations and the model conforms to this
reasonably well, though with peak probability slightly
earlier in the season. Cold occurrences (Fig. 9a) in ob-
servations are preferred during May–January, and again
the model tracks this general behavior, though it misses
the details of the two independent peaks (late spring and
fall) found in the observations.

The same analysis applied to the HCM without sto-
chastic forcing roughly provides a similar likelihood,
though of course more accentuated because of the exact
period locking. Thus, the preferred phase of ENSO in
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FIG. 9. Histogram of occurrences of an anomalous event as a func-
tion of the calendar month for observations during 1950–93 (heavy
solid line), for the HCM with an added wind stress noise component
(heavy dotted line), and for the HCM without noise (light solid line):
(a) for cold events; (b) for warm events. Values larger than one
indicate enhanced probability Niño3 SST anomaly exceeding 0.5
standard deviations. The data is repeated through a second calendar
year for ease of viewing.

FIG. 10. Power spectrum of the Niño3 SST anomaly time series
for an HCM coupled simulation with a coupling coefficient m 5 0.8,
with added wind stress noise and without seasonal cycle. Length for
the time series is 41 yr.

the seasonal cycle is set by the deterministic frequency
locking behavior, and the addition of a reasonable es-
timate of the noise does not mask this property.

5. Can noise sustain a decaying ENSO mode?

Within the framework of bifurcation theory, the HCM
follows a Hopf bifurcation from a stable climatological
state (for weak values of the coupling coefficient m) to
an ENSO-like behavior (for stronger values of m): sus-
tained interannual variability of realistic amplitude oc-
curs around m 5 1.2. The atmospheric noise appears
essential only to give aperiodicity to the phenomenon.
We discuss in this section another possible scenario for
the occurrence of sustained interannual variability in the
model: the coupling coefficient is now chosen below
the Hopf bifurcation, so the ENSO mode decays with
time in absence of noise. We test the ability of atmo-
spheric noise to sustain interannual variability in the

model in this stable case. Qualitatively, we expect from
the properties of linear stable stochastic systems (e.g.,
Jazwinski 1970) that addition of noise will produce a
peak at the frequency of the ENSO mode if it is not too
strongly damped. The question is, quantitatively, are the
amplitude and other properties of the variability suffi-
ciently similar to observed that this is a viable expla-
nation? We know in advance that this depends strongly
on the coupling coefficient, since for the uncoupled case
there is no model ENSO peak (Fig. 2).

Our results in Fig. 10 show that an additive stochastic
component on the atmospheric forcing is able to produce
sustained interannual variability of plausible amplitude
when the coupling is reasonably strong (m 5 0.8), even
when the ENSO mode is stable. The amplitude of the
resulting oscillations is, however, somewhat smaller
than an equivalent standard case (m 5 1.2, no seasonal
cycle). The standard deviation associated with the Niño3
SST anomaly signal is here a convenient index to com-
pare the different types of variability (see Table 2). This
index deduced from the 1950–93 observed time series
for the Niño3 index is 0.828C. The value we get from
our most realistic experiment (with noise and seasonal
cycle included) almost matches it (0.848C). The standard
deviation in the current case (m 5 0.8, with noise and
no seasonal cycle) happens to be of the same magnitude
(0.808C) but must be compared with the standard case
without seasonal cycle (0.988C) and thus is noticeably
smaller.

This tends to make the hypothesis of a ‘‘noise-sus-
tained ENSO variability’’ (with an inherent behavior
below the Hopf bifurcation) weaker than the one of a
‘‘naturally oscillating mode’’ (above the Hopf bifurca-
tion). Moreover, it is worth noting that we studied here
a scenario with a coupling coefficient m chosen just
below the bifurcation point, and other relevant (smaller)
choices for m would have led to even smaller and less
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FIG. 11. Mean error (ME) and absolute deviation (MD) for the
Niño3 SST anomaly index in the 132 1-year hindcast experiments.
The mean error (solid line) corresponds to the whole ensemble of
experiments, while the mean absolute deviation is given seasonally.

realistic amplitudes. However, we cannot rule out this
hypothesis at this time.

6. Effects on predictability

a. Model–model forecasts

We use in this section an ensemble of model–model
prediction experiments to test the effects of atmospheric
noise on ENSO predictability. Our model forecasts con-
sist of 132 1-yr coupled experiments with noise and
seasonal cycle included. Initial conditions for the fore-
casts are provided by randomly selected ocean states
from our 88-year coupled integration with noise and
prescribed seasonal cycle. Multiple restarts are run by
changing either the initial conditions or the time series
used for noise: the forecasts are initialized with 16 dif-
ferent initial conditions (four randomly selected Feb-
ruary, May, August, and November calendar months)
and each initial condition is run with eight different
noise time series.

These forecasts may be considered as other possible
realizations of the coupled behavior found in the control
experiment that provided their initial conditions. They
ask the question, how sensitive is the evolution of the
system from given ocean initial conditions to different
evolutions of the atmospheric internal variability? For
each model forecast, we compute departures from the
control simulation, month after month. Because this pro-
cedure gives privileged status to one realization (the
control run), we check that the mean of the forecast
ensemble does not differ too greatly from the control.
This ‘‘mean error,’’ exactly zero for a zero-month lag
because of the definition for the initial conditions, does
not show any particular growth with time when averaged
for the whole set of noise experiments, as shown for
the Niño3 SST anomaly index in Fig. 11 (solid line).
Its overall small value (less than 0.158C for up to

12-month lags) indicates that the control can indeed be
considered a ‘‘typical’’ realization.

b. Loss of predictability associated with stochastic
forcing

The growth with time (i.e., with the value of the fore-
cast lead expressed in months) of the mean absolute
deviation of the hindcasts from their average is a mea-
sure of the predictability of the ENSO variability sim-
ulated by the model: the faster the growth, the weaker
the predictability. A fast dispersion, defined with respect
to the mean of all hindcast experiments, indeed indicates
a strong dependence of the hindcasts’ results on the
atmospheric noise. As a measure of this dispersion, we
choose the following measure of mean deviation:

N N1 1
MD(m) 5 DT (m) 2 DT (m) , (6.1)O Oi i[ ]N Ni51 i51

where DTi(m) is the Niño3 SST anomaly (with respect
to the reference experiment) for month m of hindcast i,
with N being the number of hindcasts considered in the
subset.

As shown in Fig. 11, for all seasonal subsets of noise
experiments the mean deviation generally increases with
time (almost linearly for the first months), and its upper
range after 12 months roughly corresponds to the am-
plitude of the Niño3 SST anomalies in the control run.
The worst case for rapid dispersion is obtained for re-
starts in February, with mean deviation of 0.68C attained
at 5 months. For May and August restarts, the mean
deviation does not exceed 0.48C until the tenth month
of forecast lead. For November forecasts 0.48C is ex-
ceeded at 5 months. These results are consistent with
the results obtained by Kleeman and Power (1994) in
their study of the limits of predictability by stochastic
forcing in a simpler coupled model.

Other studies (Balmaseda et al. 1995) have pointed
out that ENSO SST predictability appears to have a
minimum in spring and a maximum in summer, at least
when the degree of phase locking to the annual cycle
is high. Springtime is characterized by a weak coupling
between the surface and the subsurface ocean because
the thermocline is quite flat along the equator (and thus
deep in the eastern Pacific). Applied to the case here,
we would postulate that local, short-term fluctuations
induced by atmospheric noise are more effective during
spring, as opposed to summertime when the coupling
with the subsurface ocean favors connection to the more
slowly evolving part of the system. It is worth noting
that our hindcast experiments initiated in November are
highly sensitive to the noise roughly six months after
their start, right in springtime. The same phenomenon,
though attenuated, is noticeable for hindcasts initiated
in August and May too, respectively, at lags 9 and 12
months.
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FIG. 12. As in Fig. 6a except for the simulation with a multiplicative
noise component (modified coupling coefficient). Length of the time
series is 42 yr.

7. A rough test of multiplicative noise

While quantitative estimation of a suitable additive
uncoupled wind stress noise is challenging, estimating
the degree of multiplicative noise from observations is
even more difficult (e.g., Penland and Matrosova 1994).
By multiplicative noise, we mean stochastic effects of
the form jF(X) where X is the state vector of the system,
j is a random variable, and F a vector function. In our
case, only SST affects the atmosphere, and the deter-
ministic part of the atmosphere is slaved to the ocean,
so X is just the SST field and F can plausibly be taken
as linear at leading order. We further know from physical
considerations that the atmospheric boundary layer
moist static equation, using bulk formulas for evapo-
ration and sensible heat, has the form

r c Vh 1 (large scale dynamics) 5 r c Vh (T ),a D a a D sat s

where V is the wind speed, h the atmospheric boundary
layer moist static energy, and hsat the saturation value
of moist static energy evaluated at the sea surface tem-
perature Ts. The effective coupling of ocean to atmo-
sphere thus depends on wind speed, which has sub-
stantial stochastic fluctuations about its mean value, and
these multiply SST perturbations. While we have esti-
mated the part of atmospheric variability that does not
depend on SST, it is desirable to have some feel for
whether such multiplicative effects are important. Ig-
noring the spatial variations of these effects, the simplest
form of a multiplicative noise is to replace the deter-
ministic coupling coefficient m, by a coupling that con-
tains a noise component: m(1 1 mj) where j is a scalar
random variable. In the atmospheric model, winds thus
depend on SST by a factor that fluctuates about the
deterministic value. We choose j from a uniform dis-
tribution on the interval (21, 1), and apply it monthly,
that is, we assume correlation on timescales up to a
month, white on longer timescales. We show the case
with scaling factor m 5 0.3, that is, very substantial
fluctuations of up to 30% about the mean value. If the
deterministic coupling coefficient were varied over such
a range, the ENSO behavior would move from heavily
damped to unrealistically large oscillations. Given this,
we were surprised at the weakness of the model sen-
sitivity to this noise. For a run with this multiplicative
noise, in a case with no seasonal cycle, the spectra in
Fig. 12 shows little peak broadening or shifting com-
pared to the control run of Fig. 6a. This is encouraging
since it suggests that accurate depiction of the multi-
plicative noise is a less burning issue than we had ini-
tially feared.

8. Summary and conclusions

We have attempted to quantify the hypothesis that
‘‘weather noise’’—atmospheric internal variability with
short decorrelation times—contributes to the irregularity
and loss of predictability in ENSO. A hybrid coupled

model of ENSO was used, with an estimate of the at-
mospheric additive stochastic forcing by wind stress.
The crucial feature is that the noise spatial correlations
and magnitude are obtained empirically from the FSU
wind stress dataset, in a manner constructed to be con-
sistent with the empirical feedback used for the wind
stress in the deterministic part of the atmospheric model.
The atmospheric model is used to remove the part of
the FSU wind stress that can be attributed determinist-
ically to SST (by linear methods). The remainder of the
atmospheric variability is then attributed to stochastic
forcing by internal atmospheric variability and other
effects not included in the deterministic part of the cou-
pled system. These residual fields (after removal of SST-
related signal) are reasonably well decorrelated on
timescales longer than a month, consistent with the
physical hypothesis. To create the stochastic forcing, we
simply make random picks among the maps of residual
fields, in a manner that is white in time on scales longer
than a month. This preserves the variance of the ob-
served fields, as well as the spatial correlations, which
is important since the ocean is sensitive to the spatial
structure of forcing fields. We ignore the detailed de-
correlation structure of weather noise in timescales
shorter than a month, on the assumption that this will
not matter to the interannual behavior.

The main caveat on this estimate of the weather noise
is that we cannot distinguish genuine uncoupled at-
mospheric variability from observational errors. We
cannot tell whether the variance is over- or underesti-
mated, since observational errors can both omit some
of the true atmospheric variability or introduce erro-
neous variance. All conclusions are thus contingent on
the quality of the FSU dataset. Zebiak (1990) has point-
ed out that the FSU analysis can be problematic in those
regions of the Pacific nearly devoid of observations.
Concerns with representing the atmospheric internal
variability as a purely additive stochastic forcing were
allayed by a sensitivity test in which a rough represen-
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tation of multiplicative noise was shown to have rela-
tively small effects in the coupled model.

When the wind stress noise product is added to the
uncoupled ocean model, it produces a spectrum of east-
ern equatorial SST that is roughly white on timescales
longer than a year. The coupled model has a sharp in-
terannual spectral peak in absence of stochastic forcing
due to the sustained ENSO cycle produced by coupling.
The sensitivity of this cycle to addition of the wind stress
noise was investigated in cases with annual average con-
ditions and cases with the seasonal cycle included. The
simulated interannual variability for experiments with
wind stress noise is much more irregular and is asso-
ciated with a much broader ENSO-related spectral peak
than in no-noise cases. Although our model ENSO pe-
riod is shorter than observed, the qualitative features of
peak broadening should be robust to this. Noise also
was found to shift the peak toward lower frequencies
in the case with seasonal cycle. The way individual
ENSO events develop, when they do not abort before
complete maturity, is generally consistent with the pat-
tern obtained in absence of noise: there is some added
variety in the spatial pattern in presence of noise, but
the phenomenon is basically the same. Preferential sea-
sonal phase locking comparable to that found in obser-
vations, still occurs in presence of noise.

The stochastic forcing was used to investigate the
limits of ENSO predictability associated with atmo-
spheric weather noise. The noise-related error growth
in model–model forecast comparisons is found to be
substantial. Loss of skill occurs within about half an
ENSO cycle. Although the caveats on the model ENSO
frequency imply caution in interpreting the timescale of
loss of predictability, we can state with some confidence
that the weather noise limit to predictability will be a
significant factor to contend with in pushing ENSO pre-
dictions to longer lead times. We note also that the lim-
itation imposed by weather noise differs from many
other sources of error in that it cannot be improved by
better model initialization.

Additional noise experiments were also performed
with subcritical values of the coupling coefficient, that
is, values slightly smaller than is required for the ENSO
cycle to arise by instability of the basic state. The ad-
dition of noise can sustain variability associated with
the model ENSO mode with a broad spectral peak. The
variance is slightly too small compared with observa-
tions, but this is parameter dependent. From the present
results, we must admit the possibility that ENSO is a
stable oscillation maintained by noise. However, the
coupling must be strong enough that the oscillation is
only slowly decaying. Jin et al. (1996) postulate that
more detailed spectral signatures associated with sec-
ondary peaks favor the hypothesis of an unstable ENSO
mode, but we cannot apply this to current results. Our
model results do differ from the Penland and Sardesh-
mukh (1995) hypothesis of noise-forced modes esti-
mated from SST data in that the spectral peak is clearly

associated with the single ENSO mode that goes un-
stable at higher coupling.

Because the question of the effects of weather noise
in ENSO must be settled quantitatively, we expect much
future work will be required to refine these estimates.
We have noted a number of caveats in the present results,
despite careful attention to separating noise from cou-
pled signal in our data analysis. Questions of model
dependence are aided by the similarity of the conclu-
sions presented here and companion results by Eckert
and Latif (1997) using a different model and different
approach to the stochastic forcing.

Our results emphasize the importance of atmospheric
random variability in understanding ENSO irregularity
and limits to ENSO predictability. This does not dis-
mantle other explanations based on chaos within the
slow component of the coupled system. In fact, the
richer variability (a larger spectral peak) obtained with
noise in cases including the earth’s seasonal cycle is
likely connected with such nonlinear subharmonic res-
onance phenomena. In the real coupled system, both
effects—atmospheric noise and transition to chaos—
may contribute to ENSO irregularity. It is difficult to
distinguish between these mechanisms with available
time series. If forced to choose, based on our present
results, we would opt for the noise.
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