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Abstract

Accurate downscaling of global climate models (GCMs) is needed to quantify the local impacts of climate change. Dynamical downscaling with a regional climate model has been shown to capture important physical processes at fine scales, but it is too computationally expensive to be used to downscale a large ensemble of GCMs or multiple time periods and scenarios. Hybrid dynamical-statistical downscaling saves time by using a statistical method to mimic the output of dynamical downscaling. Previous applications of hybrid downscaling used a subjective statistical method to fit the region of interest. It is preferable to use an objective, automated statistical technique that is easily portable to any region. Here, Proper Orthogonal Decomposition Mapping (PODM) is presented as a potential candidate. As a case study, PODM is used to mimic output from the Weather Research and Forecasting (WRF) model used to project climate changes over California’s Sierra Nevada mountain range. The results show that PODM robustly predicts WRF temperatures from coarse GCM output, with similar errors across different GCM cases. PODM predictions have 15% lower error than the original hybrid model of Walton et al. (2016). More importantly, PODM can be implemented using automated procedures with limited manual tuning, allowing it to be deployed rapidly. PODM is also shown to compare favorably to state-of-the-art machine-learning algorithms in the context of hybrid downscaling. The use of an objective statistical technique like PODM has the potential to streamline the application of hybrid downscaling for other regions.
Predictions from global climate models (GCMs) are commonly used to study the impacts of climate change on various aspects of human activities (Gosling et al. 2011). However, existing climate models do not necessarily have the required resolution to accurately model relevant fine-scale features, such as complex topography in mountain ranges and urban heat island effects in cities (McCarthy et al. 2010). While ongoing efforts attempt to resolve these features directly within global climate models, downscaling procedures are practical approaches that allow us to obtain climate change predictions at the desired resolution of a particular impact study.

Downscaling techniques have been widely used to downscale climatic variables, typically precipitation and temperature, from global to regional scales; these techniques have been well-documented, e.g., in Benestad et al. (2008), Fowler et al. (2007), Gutmann et al. (2014), Maraun et al. (2010), and Wilby et al. (1998). There are two main approaches: dynamical downscaling and the statistical downscaling. Dynamical downscaling simulates the complex physical processes that underlie the local climate response using a regional climate model (RCM) forced at its boundaries by reanalysis or GCM output. Statistical downscaling uses a statistical model to map coarse GCM output to station observations or a gridded dataset. A wide variety of statistical downscaling methods are available. For example, Bias Correction with Spatial Disaggregation (Wood et al. 2004), has been particularly successful for downscaling of precipitation suitable as input to regional hydrological models. More complex regression models (Hanssen-Bauer et al.
have been used to directly model the relationship between the predictors (e.g., sea level pressure) and climatic variables of interest. A similar approach called pattern scaling (Tebaldi and Arblaster 2014) has been used within integrated assessment models.

More recently, hybrid dynamical-statistical downscaling techniques have been developed (referred to here as “hybrid downscaling”). Hybrid downscaling uses a statistical model to extend the results of dynamical downscaling to multiple GCMs. Under this approach, dynamical downscaling is applied to a small subset of GCMs. Then, a statistical model is trained to mimic the dynamically downscaled results, and is applied to the remaining GCMs. This saves time when downscaling a large ensemble of GCMs, as applying a statistical model is typically much faster than performing dynamical downscaling.

Hybrid downscaling may be valuable in situations where there are important features of the climate change pattern that can only be captured through dynamical downscaling (Berg et al. 2015; Sun et al. 2015a; Sun et al. 2015b).

The statistical models used in previous hybrid downscaling by Walton et al. (2015) and Walton et al. (2016) require the user to manually investigate the dynamically downscaled data and parameterize salient processes affecting the climate change signal in the region of interest. An open question is whether an objective statistical method could be used instead to minimize manual tuning and streamline the process. Furthermore, previous statistical models were designed to downscale only changes in climatology, but it would be desirable to be able to downscale time series as well. Here we investigate whether
Proper Orthogonal Decomposition Mapping (PODM; Pau et al., 2014) — a method that was successfully used to downscale hydrological and biogeochemical quantities in Pau et al. (2016) — could be used in hybrid downscaling. The aim of this paper is to determine whether PODM can accurately and robustly emulate dynamically downscaled temperatures when fed coarse GCM output. We also systematically investigate the effects of using different predictors and predictands.

2 Problem Setup

In Walton et al. (2016), the authors downscaled GCM climate change projections for California’s Sierra Nevada mountain range. To capture the effects of complex topography and snow albedo feedback (SAF) on the warming in the Sierra Nevada, high-resolution (3 km) simulations were performed with the Weather Research and Forecasting model (WRF; Skamarock et al., 2008). Following a hybrid approach, five GCMs were dynamically downscaled with WRF. Then, the WRF climate change patterns were used to train a statistical model, called StatWRF, that was used to produce WRF-like climate change patterns for an entire ensemble of 35 GCMs. Here we follow a similar procedure, but using PODM and machine learning techniques instead of StatWRF to extend the WRF results.

As we use the Walton et al. (2016) WRF simulations, it is necessary to briefly describe them. WRF version 3.5 (Skamarock et al. 2008) is used in a configuration with three one-way nested domains of 27, 9, and 3 km resolution, going from the outermost to innermost
domain (Figure 1). WRF was coupled to the community Noah land surface model with multi-parameterization options (Noah-MP) (Niu et al. 2011). First, a historical simulation was performed, with WRF forced by North American Regional Reanalysis (NARR; Mesinger et al. 2006) spanning the period 1991-2000. (NARR data was provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their website at https://www.esrl.noaa.gov/psd/data/gridded/data.narr.html.) Next, five “future” simulations were performed, each representing how the 1991-2000 period would have transpired if the mean climate were altered by changes between the 2081-2100 and 1981-2000 periods in a different CMIP5 GCM (Taylor et al. 2012) run under the RCP 8.5 scenario (Riahi et al. 2011). The five GCMs used are CNRM-CM5, GFDL-CM3, INMCM4, IPSL-CM5A-LR, and MPI-ESM-LR (see acronym details at http://www.ametsoc.org/PubsAcronymList). Each future simulation is forced with boundary conditions created by adding the difference in GCM monthly climatology (2081–2100 minus 1981–2000) to the 1991–2000 NARR data. This process was applied to temperature, humidity, zonal and meridional winds, and geopotential height. Readers should refer to Walton et al. (2016) for a full description of the WRF model and the dynamical downscaling step. WRF temperature data used in this study is available from http://research.atmos.ucla.edu/csrl/pub.html.

In the statistical downscaling step, we employ PODM and machine learning techniques to determine the high-resolution WRF monthly 2m air temperature \( T \) for the innermost domain (D3) from low-resolution GCM output. Our predictand is \( T_{WRF, fut} \), the sequences of monthly \( T \) values in the “future” simulations. This is a more difficult task than using
the change in climatology, $\Delta T_{WRF} = \bar{T}_{WRF,fut} - \bar{T}_{WRF,hist}$, as the predictand, as is considered in Walton et al. (2016) because the statistical model must be able to explain inter-annual variability, not just mean changes. In above, $\bar{T}_{WRF,fut}$ and $\bar{T}_{WRF,hist}$ are the 10-year average of the monthly temperature in the 2091-2100 and 1991-2000 periods, respectively.

Four predictors are considered as input: the monthly NARR 2m air temperature from 1991-2000 ($T_{NARR}$), the monthly NARR surface temperature from the same period ($T_{S,NARR}$), the difference in GCM monthly 2m air temperature climatology between the 2081-2100 and 1981-2000 periods ($\Delta T_{GCM}$), and the difference in GCM monthly surface temperature climatology between the 2081-2100 and 1981-2000 periods ($\Delta T_{S,GCM}$).

[Note that the differences in monthly climatology have length 12, while the time series for 1991-2000 has length 120 (10 years × 12 months/year). So, the sequence of differences in monthly climatology are repeated 10 times when serving as a predictor.]

Since the resolutions between NARR and GCM are different, $\Delta T_{GCM}$ and $\Delta T_{S,GCM}$ are interpolated to the resolution of NARR data.

We also consider an alternative way of preparing the predictors that is more similar to the way the future WRF boundary conditions are constructed. Under this alternate preparation, $T_{NARR}$ and $\Delta T_{GCM}$ are combined into a single predictor

$$T_{BC,fut} = T_{NARR} + \Delta T_{GCM}.$$ (1)
Similarly, we define $T_{S,BC,fut} = T_{S,NARR} + \Delta T_{S,GCM}$. As part of the statistical model setup, we determine which set of predictors (and which way of preparing them) minimizes the error. The goal is to see whether surface temperature should be included along with 2m air temperature $T$, and whether it is advantageous to use the combined predictors such as $T_{BC,fut}$ that mimics the future WRF boundary conditions.

In addition, we consider direct and indirect approaches to obtaining $T_{WRF,fut}$ from the above predictors. The direct approach is to use $T_{WRF,fut}$ as the predictand. The indirect approach is to use the temperature change $\Delta T_{WRF} = T_{WRF,fut} - T_{WRF,hist}$ as the predictand and then add the result to the historical sequence of temperatures $T_{WRF,hist}$ to determine $T_{WRF,fut}$. The indirect approach could be useful since it matches the way the boundary conditions are constructed, i.e. by adding the climate change signal to historical sequence.

To compare our results with StatWRF (which was designed to downscale climatological changes), we also test PODM’s skill in mimicking $\Delta T_{WRF}$. We are interested to see if PODM can improve on the accuracy of StatWRF while still capturing the temperature sequences.

3 Methods
3.1 Proper orthogonal decomposition mapping (PODM)

We give a summary of the PODM method, as formulated in Pau et al. (2016). This method was first proposed by Robinson et al. (2006) and is derived from the Gappy proper orthogonal decomposition (POD) method (Everson and Sirovich 1995). We first consider a single multivariate predictor $p$ (e.g. $T_{BC, flat}$ over the region D1) and a single multivariate predictand $f$ (e.g. $\Delta T_{WRF}$ over the region D3). The training dataset consists of $N$ snapshots of $p$ and $f$, taken monthly over the 10-year simulation period using different GCM outputs. For example, $N$ is 600 if output from the the five future simulations is used (each simulation yields 120 monthly snapshots). Given $N$ corresponding sets of these $p$ and $f$ snapshots, we determine a set of POD bases that are found through a singular value decomposition of the following data matrix:

$$W_{PODM} = \begin{bmatrix} p_1 - \bar{p} & \cdots & p_N - \bar{p} \\ f_1 - \bar{f} & \cdots & f_N - \bar{f} \end{bmatrix}$$  \hspace{1cm} (2)

where $\bar{p} = \frac{1}{N} \sum_{i=1}^{N} p_i$ and $\bar{f} = \frac{1}{N} \sum_{i=1}^{N} f_i$. We determine $M$ right singular vectors, $V = \{v_1, \ldots, v_M\}$ corresponding to the $M$ largest singular values for the above data matrix. The POD bases are then given by $\zeta_i = W_{PODM}^p v_i, i = 1, \ldots, M$, and represent dominant modes of variability in the snapshots within the data matrix $W_{PODM}$. By decomposing $\zeta_i$ into

$$\zeta_i = \begin{bmatrix} \zeta_i^p \\ \zeta_i^f \end{bmatrix}$$  \hspace{1cm} (3)
where $\zeta^p_i$ and $\zeta^f_i$ are components of the POD basis vector associated with the predictor and the predictand. A linear approximation of $f$ in the vector space spanned by $\zeta_i$ is then given by

$$f \approx f_{\text{PODM}} = \bar{f} + \sum_{i=1}^{M} \gamma_i \zeta^f_i. \quad (4)$$

The PODM method determines $\gamma = \{\gamma_1, \ldots, \gamma_M\}$ that solves the following the least square problem:

$$\gamma = \arg \min_{\alpha_p} \| p - \bar{p} - \sum_{i=1}^{M} \alpha_p \zeta^p_i \|_2 \quad (5)$$

where $\| \cdot \|_2$ is the discrete $L^2$ measure. We expect the PODM model to be good if $\zeta^p_i$ is strongly correlated to $\zeta^f_i$. We can augment the above procedure to consider multiple predictors by stacking multiple predictors into a single vector, i.e.

$$p = \begin{bmatrix} p^1 \\ p^2 \\ \vdots \\ p^n \end{bmatrix}, \quad (6)$$

assuming we have $n$ different predictors. In this study, $n = 4$.

A key parameter of PODM model is the number of POD bases ($M$) used in the approximation. Determining an appropriate $M$ is a balance of accuracy and stability. If $M$ is too large, the PODM approximation becomes unstable due to over-fitting (Everson and Sirovich 1995; Pau et al. 2014). If $M$ is too small, then PODM will not capture all modes.
of variability and accuracy will be diminished. To determine an appropriate $M$, we will utilize a leave-one-out cross validation (LOOCV) procedure. There are six total cases that we can use for training: results from the five future simulations and the historical case, which represents the zero change scenario (i.e. $\Delta T_{\text{GCM}} = 0$ and $\Delta T_{\text{S,GCM}} = 0$). Under LOOCV, we train different a PODM model using the historical case and four out of the five GCM cases, with each of the five GCM cases taking a turn being left out. Each PODM model is then used to predict the $T_{\text{WRF}}$ for the case not included in the training dataset. For each case, we determine the mean absolute error (MAE) for a range of $M$. An “optimal” $M$, $M_{\text{opt}}$, is given by one that leads to the lowest MAE, summed over the five GCM cases. This procedure avoids over-fitting $M_{\text{opt}}$ for to any particular GCM case. Since there is seasonal variation in $T_{\text{WRF}}$, we determine a different $M_{\text{opt}}$ for each month of the year, resulting in 12 different values of $M_{\text{opt}}$.

Before applying the PODM method, it is a good practice to examine whether the POD basis vectors generated from GCMs in the training dataset can be used to closely approximate a new GCM. If a new GCM cannot be closely approximated by the POD bases from the training dataset, then it’s unlikely that PODM will be an effective method for downscaling that GCM. The approximation accuracy can be quantified by determining the projection error defined as

$$
\varepsilon_{\text{proj}}(p) = \bar{p} + \sum_{i=1}^{M}((c_i^p)^T p)c_i^p - p,
$$

(7)
where $\bar{p}$ and $\zeta^p$ are obtained based on the POD procedure applied to snapshots of $p$ in the training dataset. For $p = \Delta T^G_{GCM}$ of a GCM not in the training dataset, a large $\varepsilon_{proj}(p)$ implies there are insufficient similarities between the solutions of that GCM and GCMs used in the training data set. It is unlikely in that case that the predictand can be accurately downscaled through the PODM method. In Section 4.1, we use this LOOCV procedure to determine whether $\Delta T^G_{GCM}$ within the D1 region can be used as a predictor.

### 3.2 Machine learning based regression approach

In this study, we also consider machine learning (ML) based regression approaches in the statistical downscaling step. State-of-the-art machine learning approaches have been used in ecology (Elith et al. 2008; Maloney et al. 2012; Pittman and Brown 2011) and hydrology (Erdal and Karakurt 2013; Nolan et al. 2015). They are also used to downscale satellite images of land surface temperature (Keramitsoglou et al. 2013). Similar to PODM method, machine-learning algorithms could be advantageous as they are typically automatable and require limited manual tuning. We refer these models as ML-based regression models.

In this paper, different ML methods are used to identify the relationship between the predictors and the predictand. The predictors are defined to be the latitude, longitude, elevation, $T_{NARR}$, $T_{S,NARR}$, $\Delta T^G_{GCM}$, and $\Delta T^G_{S,GCM}$, $\Delta T_{WRF}$ is used as the predictand. This amounts to solving the standard regression problem of relating the predictand to a function of predictors:
\[ \Delta T_{\text{WRF}} = f(\text{latitude}, \text{longitude}, \text{elevation}, T_{\text{NARR}}, T_{\text{S,NARR}}, \Delta T_{\text{S,GCM}}, \Delta T_{\text{S,GCM}}) \]

where \( f: \mathbb{R}^n \to \mathbb{R} \), with \( n = 7 \). Three different machine learning algorithm are used to estimate the function \( f \): gradient boosting machines (Freund and Schapire 1997; Friedman et al. 2000; Friedman 2001), extremely randomized trees (Geurts et al. 2006) and elastic net regression method (Zou and Hastie 2005). For further description of these algorithms, see the appendix. Getting the GCM and NARR variables to the WRF resolution is done in two steps. First, the GCM data were interpolated onto NARR grid using bivariate spline approximation on a sphere. Then the GCM and NARR data were interpolated to WRF grid with Gaussian process regression. This combination of preprocessing steps, schematically shown in Figure 2, produced slightly better results than directly interpolating GCM results onto the WRF grid using Gaussian process regression, but the difference is small; our tests showed that the performance of the ML-based regression models only depends weakly on the interpolation scheme.

3.3 Evaluation procedure

To evaluate how well our statistical downscaling methods (SDMs) emulate WRF, we define an approximation error

\[ \varepsilon_{\text{SDM}} = T_{\text{SDM}} - T_{\text{WRF,ref}}. \]
where SDM can be any of the SDMs used in this study. We will primarily be looking at the mean absolute error (MAE), $e_{\text{MAE,SDM}}$ defined as the average absolute value of $\varepsilon_{\text{SDM}}$.

Unless otherwise noted, $e_{\text{MAE,SDM}}$ is assumed to be the average over a 10-year simulation while the monthly average $e_{\text{MAE,SDM}}$ is evaluated for a particular month over a 10-year simulation. The error $e_{\text{MAE,SDM}}$ is used to cross-validate the SDMs based on the LOOCV procedure described in Section 3.1.

### 3.4 Data availability

Temperature output generated by hybrid downscaling with StatWRF (Walton et al. 2016) and with above PODM and ML methods is available from the UCLA Climate Sensitivity Research Lounge website (http://research.atmos.ucla.edu/csrl/pub.html).

### 4 Results

#### 4.1 Initial analysis of the GCM results

Here do a preliminary check to see if the GCM patterns are similar enough that any pattern can be approximated by POD bases generated from the remaining four GCMs. We determine the MAE of the projection error, $e_{\text{MAE,proj}}$ of $\Delta T_{\text{GCM}}$, for each of the five GCMs, when it is left out of the training dataset. We also examine how the projection error depends on the number of POD bases. Figure 3 shows that the $e_{\text{MAE,proj}}$ decreases
monotonically with the number of POD basis vectors, $M$. The GFDL-CM3 case has the
highest averaged $\epsilon_{\text{MAE,proj}}$, indicating that the GFDL-CM3’s $\Delta T_{\text{GCM}}$ patterns are least well
approximated from the other GCMs. However, for $M = 40$, the mean, and the standard
deviation of $\epsilon_{\text{MAE,proj}}$ are 0.2 °C and 0.03 °C respectively. This indicates that for a large
number of POD bases, PODM can reasonably approximate the left-out GCM pattern,
regardless of which GCM is left out. This gives us confidence that PODM is suitable for
application for hybrid downscaling, where are the results of a small set of GCMs are
extended to a full ensemble.

4.2 Dependence of model accuracy on the predictors and predictand

The accuracy of a statistical model varies based on which combinations of predictors and
predictands are used. The two options for predictands are considered: predicting the
absolute future temperatures, $T_{\text{WRF, fut}}$, or the difference in temperatures between the future
and historical simulations, $\Delta T_{\text{WRF}}$. For the predictors there are multiple options: whether
to use $\Delta T_{\text{GCM}}$ or $T_{\text{BC,fut}}$, whether to include surface temperature $T_s$ along with 2m air
temperature $T$, and which domain over which the predictor is sampled. The domain
options are the innermost WRF domain (D3) covering the Sierra Nevada, the
intermediate WRF domain covering all of California (D2), and the largest WRF domain
covering the entire U.S. West Coast and part of the Pacific Ocean (D1; see Figure 1). In
each case, only NARR grid cells within the boundaries of the WRF domain are used as
the predictor. The GCM data is interpolated onto these NARR grid cells using a bivariate
spline interpolation method. PODM is applied to each different combination of predictors, predictand, and domain to determine how each choice affects the resulting statistical model error, $e_{\text{MAE,PODM}}$.

Table 1 shows $e_{\text{MAE,PODM}}$ averaged over all five GCM cases for each combination of choices identified above. In the first three columns, the values in parentheses represent the average $e_{\text{MAE,PODM}}$ over a restricted set of factors. For example, when the predictors are sampled over D1 and $\Delta T_{\text{WRF}}$ is the predictand, the average $e_{\text{MAE,PODM}}$ over different combinations of remaining factors is 0.45 °C. Table 1 clearly shows that PODM can more accurately predict $\Delta T_{\text{WRF}}$ than $T_{\text{WRF,ref}}$: the average $e_{\text{MAE,PODM}}$ for $\Delta T_{\text{WRF}}$ is 0.53 °C, while the average $e_{\text{MAE,PODM}}$ for $T_{\text{WRF,ref}}$ is 0.99 °C. This makes sense as we would expect $T_{\text{WRF,ref}}$ to be a more difficult predictand to approximate using any method, because the time series $T_{\text{WRF,ref}}$ has larger variability due to inclusion of the seasonal cycle, which is not present in $\Delta T_{\text{WRF}}$.

Using the largest domain (D1) results in universally greater accuracy compared with the other domains. With $\Delta T_{\text{WRF}}$ as the predictand, D1 leads to an average $e_{\text{MAE,PODM}}$ that is 12%, and 30% lower than D2, and D3 respectively. This result shows that predictor values outside the predictand domain contain valuable predictive information. However, the predictive value decreases with increasing distance from the predictand domain: the average $e_{\text{MAE,PODM}}$ improves 20% between D3 and D2, and only 12% between D2 and D1.
The inclusion of surface temperature as an auxiliary predictor (i.e. $T_{S,NARR}$ and $\Delta T_{S,GCM}$) also universally improves the accuracy of the models. When $T_{WRF, fut}$ is the predictand, this inclusion reduces the error by 11-17%, depending on the domain size of the predictor. However, when $\Delta T_{WRF}$ is the predictand, the improvement is smaller: the error is only reduced by 6.5% when the predictor domain is D1 and no reduction is observed for the predictor domain of D2 and D3. Finally, the alternative formulation of the predictors to mimic boundary conditions ($T_{BC, fut}$) improves accuracy when $T_{WRF, fut}$ is the predictand, and decreases accuracy when $\Delta T_{WRF}$ is the predictand ($e_{MAE,PODM}$ is larger by up to 6%). This makes sense, as one would generally expect best results when the form of the predictor matches the form of the predictand.

The above analysis guides our formulation of PODM and other SDMs in the following sections. First, results clearly indicate that the statistical model should be trained to predict $\Delta T_{WRF}$, as opposed to predicting $T_{WRF, fut}$, regardless of whether the goal is to predict $\Delta T_{WRF}$ or $T_{WRF, fut}$. So, we formulate PODM and the SDMs with $\Delta T_{WRF}$ as the predictand. We use domain D1, as it leads to a higher accuracy model when compared to the alternatives. $T_{S,NARR}$ and $\Delta T_{S,GCM}$ are included as predictors since they slightly improve PODM accuracy and the additional computational cost is minimal. Finally, we use $\Delta T_{GCM}$ instead of $T_{BC, fut}$ as predictor, since it better matches the form of our predictand $\Delta T_{WRF}$. 
4.3 Comparison of statistical methods in approximating WRF

The $e_{\text{MAE,SDM}}$ of the different SDMs for all the GCM cases are shown in Table 2. The average error for PODM, $e_{\text{MAE,PODM}}$, over the five GCMs is 0.44 °C. The monthly average $e_{\text{MAE,PODM}}$ varies with month, and the variation is different for each of the GCM cases (Figure 4). However, when averaged over the five GCM cases, the monthly average $e_{\text{MAE,PODM}}$ varies more smoothly, with higher errors in the summer months (reaching a maximum in July) and lower errors in the winter months (reaching a minimum in December). ML-based regression models are universally less accurate than the PODM model (Table 2). The average $e_{\text{MAE,SDM}}$ of the different ML-based regression models are 50%–110% larger than for PODM model.

PODM also more accurately captures changes in climatology, $\Delta T_{\text{WRF}}$ (Table 3). The MAEs for the 10-year monthly temperature climatology ($e_{\text{MAE,SDM}}^{\Delta T_{\text{WRF}}}$) of the ML-based regression models are larger than that of PODM model by 45%–130% (Table 3). StatWRF errors are 21% larger than PODM. PODM, like StatWRF, has much lower errors compared to traditional statistical downscaling methods as well, including Bias Correction and Constructed Analogs (BCCA; Maurer and Hidalgo 2008) and Bias Correction with Spatial Disaggregation (BCSD; Wood et al. 2004). (Downscaled CMIP5
climate projections using BCCA and BCSD were obtained from \url{http://gdo-dcp.ucllnl.org/downscaled_cmip_projections/}, Reclamation 2013.) Interestingly, ML-based regression models do not perform any better than these well-established downscaling techniques despite having higher degrees of complexity. Given the poor performance of ML-based regression models, we focus only on PODM models in subsequent sections.

4.4 Comparing spatial distributions of the predictions

Here, we compare the spatial patterns of $\Delta T_{\text{PODM}}$, $\Delta T_{\text{WRF}}$, and $\Delta T_{\text{GCM}}$. Figure 5 shows January and July as examples of months where $\Delta T_{\text{PODM}}$ poorly and closely matches $\Delta T_{\text{WRF}}$, respectively. In January, there is a large disparity between the GCM temperature changes and the WRF-downscaled temperature changes. Importantly, these biases are not in the same direction for CNRM-CM5 and GFDL-CM3. WRF-downscaled CNRM-CM5 has much less warming than CNRM-CM5 (about 1–2 °C). Meanwhile, WRF-downscaled GFDL-CM3 has much more warming than GFDL-CM3 (about 1–2 °C).

When relationship between the WRF-downscaled warming and GCM warming is inconsistent between the cases, it is challenging for any statistical model to accurately model it. Thus, PODM struggles to predict WRF-downscaled temperatures in January. PODM better predicts WRF in July, when the relationship between the GCM warming and the WRF-downscaled warming is more consistent.
We now compare changes in temperature climatology averaged over the five GCM cases, denoted as $\langle \Delta \bar{T}_{\text{PODM}} \rangle$, $\langle \Delta \bar{T}_{\text{GCM}} \rangle$, and $\langle \Delta \bar{T}_{\text{WRF}} \rangle$. Figure 6 shows that differences between $\langle \Delta \bar{T}_{\text{PODM}} \rangle$ and $\langle \Delta \bar{T}_{\text{WRF}} \rangle$ are typically small (< 0.5 °C) except for the month of June.

PODM is able to capture the fine-scale details present in $\langle \Delta \bar{T}_{\text{WRF}} \rangle$, such as snow albedo feedback (Walton et al. 2016). This demonstrates that an automated, objective statistical model can capture important features that had to be parameterized in previous hybrid downscaling attempts.

4.5 Downscaling 35 CMIP5 GCMs

The purpose of hybrid downscaling is to enable rapid, high-quality downscaling of output from a large number of GCMs. Here we demonstrate this capability by applying PODM to 35 CMIP5 GCMs run under the RCP8.5 forcing scenario. Before applying PODM, we check whether the original five GCMs are good representatives of the full ensemble of GCMs. If so, then we can have more confidence that the PODM will have similar accuracy in downscaling the new GCMs as it does in downscaling the original five. To do this, we approximate the full ensemble of GCM warming patterns using POD bases constructed from the five original GCM warming patterns, similar to the analysis in Section 4.1. For the full ensemble, the mean and standard deviation of the approximation errors $e_{\text{MAE,proj}}$ for are 0.24 °C and 0.07 °C, respectively. In comparison, the mean and standard deviation are 0.2 °C and 0.03 °C for the LOOCV errors obtained with the original five GCMs. Since these values are of similar magnitudes, we expect PODM to
emulate WRF to a similar degree of accuracy as was found in Section 4.3 when
downscaling the entire ensemble.

To downscale the full ensemble, PODM is trained on data from all six WRF simulations
(1 historical + 5 future) as described in Section 2. For some GCMs, surface temperature
output is not available in the CMIP5 database. For these GCMs, surface temperature
changes are not included as a predictor. This should not significantly alter the accuracy as
including surface temperature resulted in only minimal gains (6.5% improvement).

Figure 7 shows that PODM captures spatial variations due to snow albedo feedback and
the complex topography of the Sierra Nevada that are visible in the WRF solution, but
not in the original GCM data.

5 Discussion

Our results show that PODM can emulate WRF in downscaling temperature changes with
errors less than 0.44 °C. This is slightly higher accuracy than the original StatWRF model
proposed by Walton et al. (2016). Additionally, PODM is objective and the training steps
can be automated. In contrast, StatWRF requires that the user parameterizes salient
physical processes affecting the climate change signal in the region of interest and to
manually determine the appropriate large-scale predictors. Thus PODM can be applied
quickly to any region, without the user needing expert knowledge about the region’s
climate. We note that the skill of any statistical model — including PODM — in
emulating WRF is likely to be region dependent, so hybrid downscaling users need to
verify PODM’s skill when applying it elsewhere. It is also important to acknowledge that
while the PODM model can be valuable tool for making downscaled projections, it may
not enhance our understanding of the climate processes at play. For instance, the way
PODM model accounts for the additional warming in the Sierra Nevada due to snow
albedo feedback is part of PODM’s internal workings that is opaque to the user.

The skill of PODM could be improved if more dynamically downscaled GCM
simulations are included in the training data. Indeed, the PODM model described in this
paper could achieve even higher accuracy if the dynamically downscaled GCMs are
chosen to best represent the full set of GCMs. The five GCM cases currently used in this
paper were chosen to represent the range of temperature and precipitation changes
predicted by the GCMs (Walton et al. 2016). However, if just temperature projections are
desired, a more representative set of GCMs could be selected by identifying the five
GCMs that minimize $e_{\text{MAE,proj}}$ when their POD bases are used to approximate the rest of
the ensemble of GCMs. We will study these training procedures in our future work.

It’s important to acknowledge that accuracy results and optimal predictor/predictand
combinations for PODM might change in downscaling studies that do not use the pseudo-
global warming methodology (PGW). In our study, each future WRF simulation is
downscaling of historical NARR plus a change in GCM climatology. Thus, interannual
variability of each future simulation is nearly identical to the historical simulation. So,
when subtracting the future and historical sequences to determine $\Delta T_{\text{WRF}}$, the interannual
variability mostly cancels. In contrast, if raw GCM output were downscaled for the
future and historical simulations, as is often the case, then interannual variability between
the historical and future simulations will be unrelated. In this case, $\Delta T_{\text{WRF}}$ could have
considerably more variability that PODM needs to capture, and accuracy could be lower.
Furthermore, different formulation of the predictors will be needed. The historical and
future GCM sequences $T_{\text{GCM, hist}}$ and $T_{\text{GCM, fut}}$ will probably need to be included, not just
the GCM difference in climatology, $\Delta \bar{T}_{\text{GCM}}$.

6 Conclusions

In this study, we have demonstrated that an objective statistical downscaling method,
PODM, can approximate WRF temperatures changes with similar or better accuracy than
previous statistical methods in California’s Sierra Nevada mountain range. ML-based
regression methods were also tested, but were found to be much less accurate than
PODM in emulating WRF. Our analysis shows that use of a large predictor domain
encompassing the entire U.S. West Coast yielded the highest accuracy, even though our
predictand domain is limited to the Sierra Nevada mountain range. The inclusion of
surface temperature as an additional predictor was found to moderately improve
accuracy. Our results also show that if the goal is to predict future temperatures, then
statistical models should be designed to predict them as anomalies from the current
climate (as opposed to directly predicting the future values).
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Appendix

In this appendix, gradient boosting machine, Extra-Tree and Elastic Net are reviewed. The first two are so-called ensemble machine learning algorithms based on regression trees and the latter is a linear regression method using a combination of L1 and L2 penalties. Hybrid downscaled output using these methods are available from the UCLA Climate Sensitivity Research Lounge website http://research.atmos.ucla.edu/csrl/pub.html.

A.1 Gradient boosting machine (GBM)
The gradient boosting machine (GBM) algorithm (Freund and Schapire 1997; Friedman et al. 2000; Friedman 2001) combines iteratively several simple models, called “weak learners”, in order to obtain a “strong learner” with improved prediction accuracy. GBM starts by initializing the model by a first guess of a regression tree model (Breiman et al. 1984) that maximally reduces the loss function (i.e. least squares). Then at each step a new regression tree model is fitted to the current residual and added to the previous model in order to update the residual, until the number of iteration $K$ is reached. By fitting the regression tree model to the residuals the global model is improved in the regions where it is not accurate.

GBM expresses the relationship between the scalar predictand (corresponding to $\Delta T_{WRF}$) and the $n$ scalar predictors ($p = \{p^1, \ldots, p^n\}$, corresponding to the latitude, longitude, elevation, $T_{NARR}$, $T_{S,NARR}$, $\Delta T_{GCM}$, and $\Delta T_{S,GCM}$) as an ensemble of $K$ additive functions:

$$f_{GBM}(p) = \sum_{k=1}^{K} \phi_k(p),$$

where $\phi_k(p)$ is a regression tree model. Note that $K$ is the number of GBM iteration steps and $p$ represents $m$ different scalar predictors at a particular grid block while $p$ represents a multivariate predictor.

As for any predictive machine learning algorithm, GBM has several parameters that need to be tuned. These parameters are: 1) the complexity of the regression tree, which is represented by the maximum number of split points of the decision tree; 2) $K$ the number
of the algorithm iterations; 3) the learning rate, which is a relatively small positive value between 0 and 1, and inversely proportional to K; and 4) the fraction of training data that is used as a training subsample at each iterative step. To choose the combination of these parameters that produce the best predictive GBM model the LOOCV procedure (described in Section 3.1) combined with the so-called search grid method have been used in this study. This method is based on predefining a grid of GBM parameters combinations, then for each combination a GBM model is estimated. The best combination is selected as the one that produce the most accurate model using the LOOCV procedure. We used the minimization of the MAE as the accuracy criteria to select the best combination.

The XGBoost python library (https://github.com/dmlc/xgboost), which is a relatively new efficient implementation of GBM method, is used here. The performance of XGBoost has been demonstrated in multiple data mining and machine learning challenges (Chen and Guestrin 2016). We refer readers to Chen and Guestrin (2016) for details of the XGBoost algorithm, especially the advanced features that have been implemented in it.

A.2 Extremely Randomized Trees (Extra-Trees)

Similar to GBM the Extra-Tree algorithm (Geurts et al. 2006) is based on a simple averaging of the weak learner while the boosting algorithm of GBM is built upon a constructive iterative strategy. It builds a set of regression trees, which are trained by selecting the decision trees splits points at random. In other words, instead of selecting
the splits points that are locally optimal, these splits points are selected randomly. The
predictions of each regression trees are simply averaged to create the final prediction.
The Extra-Tree procedure has two main parameters that need to be tuned. These
parameters are the maximum number of splits points of each regression tree and K the
number of regression trees of the ensemble. As for the GBM model the best combination
is selected using a search grid and the previously described LOOCV procedure. In this
work, we have used the Extra-Trees implementation of the scikit-learn python library
(Pedregosa et al. 2011).

A.3 Elastic net linear regression

We consider the standard linear regression model, which is defined for the given \( n \) scalar
predictors \( p = \{p_1, \ldots, p^n\} \) (corresponding to the latitude, longitude, elevation, \( T_{\text{NARR}} \),
\( T_{\text{S,NARR}}, \Delta T_{\text{GCM}}, \text{and } \Delta T_{\text{S,GCM}} \)) and the scalar predictand \( f \) (corresponding to \( \Delta T_{\text{WRF}} \)) by:

\[
f_{\text{linear}}(p) = \sum_{i=1}^{n} \beta_i p^i,
\]

The standard approach to estimate the regression coefficients \( \beta = \{\beta_1, \ldots, \beta_n\} \) is to use the
ordinary least squares algorithm (OLS). However it is well known that the OLS often
underperforms in term of prediction accuracy compared to other linear techniques such as
ridge regression (Hoerl and Kennard 2000) and LASSO (Tibshirani 1996). The first one
applies an L2 penalty on the coefficients and the second one applies an L1 penalty.
Elastic Net regression method (Elastic Net, Zou and Hastie 2005) applies a convex combination of L1 and L2 penalties on the regression coefficients. There are two parameters to optimize: the ratio of L1 penalty to L2 penalty, and the magnitude of the total penalty. These two parameters are tuned using the same methodology as for GBM and Extra-Tree algorithms. The scikit-learn python library (Pedregosa et al. 2011) implementation of the Elastic Net has been used in this work.
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Table 1: Averaged $e_{\text{MAE,PODM}}$ for different combinations predictors and predictands. The value in parenthesis is the averaged $e_{\text{MAE,PODM}}$ over that particular parameter.

<table>
<thead>
<tr>
<th>Predictand ($\degree$C)</th>
<th>Domain ($\degree$C)</th>
<th>$T_{S,NARR}$ and $\Delta T_{S,GCM}$ ($\degree$C)</th>
<th>$\Delta T_{GCM}$ or $T_{BC,fut}$</th>
<th>$e_{\text{MAE,PODM}}$, $\degree$C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{WRF}$ (0.99)</td>
<td>D01 (0.68)</td>
<td>False (0.73)</td>
<td>$\Delta T_{GCM}$</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>True (0.62)</td>
<td>$T_{BC,fut}$</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>D02 (0.96)</td>
<td>False (1.05)</td>
<td>$\Delta T_{GCM}$</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>True (0.87)</td>
<td>$T_{BC,fut}$</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>D03 (1.34)</td>
<td>False (1.42)</td>
<td>$\Delta T_{GCM}$</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>True (1.26)</td>
<td>$T_{BC,fut}$</td>
<td>1.39</td>
</tr>
<tr>
<td>$\Delta T_{WRF}$</td>
<td>D01 False</td>
<td>$\Delta T_{GCM}$</td>
<td></td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>(0.53)</td>
<td>(0.45)</td>
<td>(0.46)</td>
<td>$T_{BC, fut}$</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------------</td>
</tr>
<tr>
<td></td>
<td>True</td>
<td></td>
<td></td>
<td>$\Delta T_{GCM}$</td>
</tr>
<tr>
<td></td>
<td>False</td>
<td></td>
<td></td>
<td>$T_{BC, fut}$</td>
</tr>
</tbody>
</table>

| D02  | (0.51) | False  | (0.51) | $\Delta T_{GCM}$ | 0.49 |
|      | True   |        | (0.51) | $T_{BC, fut}$ | 0.52 |

| D03  | (0.64) | False  | (0.64) | $\Delta T_{GCM}$ | 0.64 |
|      | True   |        | (0.64) | $T_{BC, fut}$ | 0.65 |

Table 2: The MAEs ($e_{MAE,SDM}$) of $\Delta T_{SDM}$ for the different SDMs, for each GCM cases, and the ensemble averages.

<table>
<thead>
<tr>
<th>GCM</th>
<th>PODM</th>
<th>Elastic Net</th>
<th>GBM</th>
<th>Extra-Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNRM-CM5</td>
<td>0.40</td>
<td>0.86</td>
<td>0.80</td>
<td>0.87</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>0.54</td>
<td>0.83</td>
<td>0.94</td>
<td>1.26</td>
</tr>
</tbody>
</table>
Table 3: The MAEs ($e_{MAE,SDM}^\Delta T$) of $\Delta T_{SDM}$ for the different SDMs, for each GCM cases, and the ensemble averages. BCCA stands for Bias Correction and Constructed Analogs and BCSD stands for Bias Correction with Spatial Disaggregation. MAE data for StatWRF, BCCA, BCSD, and linear interpolation are from Walton et al. (2016).

<table>
<thead>
<tr>
<th>GCM</th>
<th>PODM</th>
<th>Elastic Net</th>
<th>GBM</th>
<th>Extra-Tree</th>
<th>Stat-WRF</th>
<th>BCCA</th>
<th>BCSD</th>
<th>Linear interpolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNRM-CM5</td>
<td>0.34</td>
<td>0.76</td>
<td>0.66</td>
<td>0.76</td>
<td>0.52</td>
<td>0.49</td>
<td>0.89</td>
<td>0.85</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>0.47</td>
<td>0.66</td>
<td>0.80</td>
<td>1.25</td>
<td>0.61</td>
<td>1.18</td>
<td>1.08</td>
<td>0.75</td>
</tr>
<tr>
<td>INMCM4</td>
<td>0.31</td>
<td>0.34</td>
<td>0.88</td>
<td>0.84</td>
<td>0.47</td>
<td>0.91</td>
<td>0.94</td>
<td>0.48</td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td>0.41</td>
<td>0.68</td>
<td>1.10</td>
<td>1.11</td>
<td>0.31</td>
<td>0.78</td>
<td>0.56</td>
<td>0.43</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>0.29</td>
<td>0.24</td>
<td>0.28</td>
<td>0.30</td>
<td>0.35</td>
<td>0.63</td>
<td>0.43</td>
<td>0.44</td>
</tr>
<tr>
<td>Average</td>
<td>0.37</td>
<td>0.54</td>
<td>0.74</td>
<td>0.85</td>
<td>0.45</td>
<td>0.80</td>
<td>0.78</td>
<td>0.59</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>722</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>723</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: (Taken from Walton et al., 2016) (a) Elevation (meters) and model setup with three one-way nested WRF domains (D1, D2, and D3) at horizontal resolutions of 27, 9, and 3 km. (b) Innermost domain elevation (meters).

Figure 2: Predictors data pre-processing steps for the downscaling approach based on ML-based regression models.
Figure 3: The projection error $e_{\text{MAE,proj}}$ for approximating the left-out $\Delta T_{\text{GCM}}$ pattern, when $M$ bases are used. Here, $e_{\text{MAE,proj}}$ is an average over all 12 calendar months.

Figure 4: Monthly averaged $e_{\text{MAE,PODM}}$ versus month for different GCM cases. The values in the parentheses are the averages for each of the GCM cases.
Figure 5: $\Delta T_{GCM}$, $\Delta T_{WRF}$, $\Delta T_{PODM}$, and $\varepsilon^{\Delta T}_{PODM} = \Delta T_{PODM} - \Delta T_{WRF}$ in January and July.

Only results from the CNRM-CM5 and GFDL-CM3 cases are shown.
Figure 6: Changes in temperature climatology averaged over five GCM cases produced from three sources. (row 1) GCM changes $\langle \Delta T_{\text{GCM}} \rangle$. (row 2) WRF changes $\langle \Delta T_{\text{WRF}} \rangle$. (row 3) PODM changes produced via cross validation $\langle \Delta T_{\text{PODM}} \rangle$. (row 4) differences between WRF and PODM $\varepsilon_{\text{PODM}}^{\langle \Delta T \rangle}$ for each of month, averaged over the five GCMs cases.
Figure 7: The mean and the standard deviation of the monthly $\Delta T_{\text{PODM}}$ compared to $\Delta T_{\text{GCM}}$. 
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