Successive bifurcations in a simple model of atmospheric zonal-flow vacillation
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Low-frequency variability of the atmospheric flow in the Southern Hemisphere is dominated by irregular changes in the latitude and intensity of the mid-latitude eastward jet about its climatological mean state. This phenomenon, known as atmospheric zonal-flow vacillation, is characterized by the existence of two persistent states of the zonal (i.e., east–west oriented) jet and irregular transitions between them. Nonlinear interactions between the mean flow and the waves play a key role in the dynamics of this vacillation. In the present study, we develop a low-order, deterministic model for the nonlinear dynamics of atmospheric zonal-flow vacillation. Multiple equilibria arise in this model’s zonal-mean flow, that is, in the longitudinal flow averaged along a given latitude circle. These equilibria bear a strong resemblance to the two persistent flow regimes found in Southern Hemisphere observations. The two equilibrium states are maintained by wave forcing against surface drag, as in the observations. Successive bifurcations to periodic and chaotic zonal-mean flow regimes occur as the model’s dissipation parameter is reduced. © 2002 American Institute of Physics. [DOI: 10.1063/1.1468249]

The atmosphere is a dynamical system with a very large number of degrees of freedom. It thus exhibits a vast range of spatial and temporal variability. The simplest and most fundamental mode of such variability, on the time scale of 10–100 days, is atmospheric zonal-flow vacillation. Earlier studies viewed zonal-flow vacillation as a red-noise process, driven by white-noise fluctuations in time and subject only to a linear, negative feedback. This linear stochastic framework lacks credible physics and fails to provide dynamically and statistically consistent explanations of the phenomenon. In the present work we propose a simple, nonlinear, deterministic model that captures key features of atmospheric zonal-flow vacillation, including both its morphology and its inherent dynamics.

I. INTRODUCTION

The nonlinear, deterministic dynamics of geophysical flows has been studied extensively starting with the work of Stommel,1 Lorenz,2 and Veronis.3 Theoretical, experimental, and numerical studies led to a deeper understanding of the unstable and nonlinear nature of these flows. Large-scale atmospheric flows illustrate well the nonlinear workings of nature due, on the one hand, to the effects of Hamiltonian nonlinearity in the presence of small forcing and dissipation4,5 and, on the other, to the relatively dense set of sustained observational data.6 We focus here on the low-frequency variability (LFV) of atmospheric zonal-mean flow in mid-latitudes.

LFV refers to variability whose time scale is longer than that of major weather phenomena, i.e., longer than 5–6 days, and shorter than a season. The LFV of tropospheric mid-latitude circulation in the Southern Hemisphere contains a large zonally symmetric component, i.e., symmetric with respect to rotations about the Earth’s axis.7 The dominant mode of the observed variability of zonal-mean flow was found, using principal component analysis,8 to have a deep annular structure, with two variability centers of opposite sign near 40°S and 60°S.9 The temporal evolution of this mode is irregular, having no significant spectral peaks, and is known as atmospheric zonal-flow vacillation.9

Zonal-flow vacillation is characterized by the existence of two persistent zonal-jet states and irregular transitions between them. This suggests the presence of multiple flow regimes. Charney and associates10 proposed this concept, as developed further by Reinhold and Pierrehumbert11 and Legras and Ghil,12 to characterize atmospheric LFV in terms of residence in and transitions between a small number of regions in phase space. In this view of LFV, the system’s trajectory slows down in these regions, while the transitions among them are rather abrupt. The slowing down of the phase-space trajectory is manifested as persistent flow patterns in physical space.

The signature of the multiple flow regimes can be identified as local density maxima in a probability density function (PDF) defined on the phase space. By examining the PDFs of zonal-mean flow in Southern Hemisphere observations as well as in an atmospheric model of intermediate complexity, with about 500 degrees of freedom, Koo and colleagues13 recently presented evidence for multiple flow regimes in atmospheric zonal-mean flow.

We study here the origin of these multiple regimes. To this end we construct in Sec. II a highly truncated version of a two-layer quasigeostrophic channel model.4,5 The framework of hierarchical modeling—from the simplest conceptual models, through those of intermediate spatial resolution and physical detail, all the way to very detailed simulation...
models—has become essential to understand the fundamental processes that underlie the inherently complex behavior of a large dynamical system, such as the atmosphere. The horizontal truncation of our model corresponds to the lowest possible resolution that captures the zonal-flow variability associated with the vacillation.

Using this simple model we explore in Sec. III the dynamical origin of the multiple flow regimes that occur in more detailed and realistic models, as well as in the Southern Hemisphere observations. The low-order model’s nonlinear behavior, including its successive bifurcations and transition to chaos, is carefully examined. The underlying mechanisms that lead to this nonlinear behavior are explained and the implications of our results for the multiple flow regimes in atmospheric zonal-mean flow are discussed in Sec. IV. Concluding remarks follow in Sec. V.

II. LOW-ORDER MODEL DERIVATION

We consider a simple quasigeostrophic model of the atmosphere, i.e., a model in which the dominant balance is between the Coriolis force and the pressure gradient, modified by the nonlinear transport of vorticity by the flow itself. These models neglect motions that are faster than weather phenomena such as gravity waves or sound waves. The model domain is a mid-latitude, periodic channel centered at latitude \( \phi_0 \). The meridional boundaries of the channel are at \( y = 0 \) and \( \pi L \), where \( L \) is a horizontal length scale. The model has two vertical layers centered at the 250 and 750 hPa pressure surfaces.

The governing equations are derived fundamentally from Newton’s second law of motion and the first law of thermodynamics for a viscous fluid under the influence of gravity and rotation. The conservation of momentum subject to the quasi-geostrophic approximation can be conveniently expressed in vorticity form. The conservation of thermodynamic energy in the atmosphere can be compactly written in terms of potential temperature.

Selected meteorological terminology used in the present study is summarized in Table I, for the benefit of the interested but nonexpert reader. Further clarification can be found in a number of texts.

The resulting quasigeostrophic vorticity and thermodynamic energy equations are valid on the large spatial and long time scales of interest here. We use a vertical discretization due to Lorenz to obtain the following two-layer form of these equations:

\[
\frac{\partial}{\partial t} \nabla^2 \psi = -J(\psi, \nabla^2 \psi) - J(\tau, \nabla^2 \tau) - \beta_0 \frac{\partial \psi}{\partial x} - \frac{1}{2} k_d \nabla^2 (\psi - \tau),
\]

\[
\frac{\partial}{\partial t} \nabla^2 \tau = -J(\psi, \nabla^2 \tau) - J(\tau, \nabla^2 \psi) - \beta_0 \frac{\partial \tau}{\partial x} \frac{f_0 w}{H} + \frac{1}{2} k_d \nabla^2 (\psi - \tau),
\]

\[
\frac{\partial}{\partial t} \theta - J(\psi, \theta) = \sigma \frac{w}{H} + h_d (\theta^* - \theta).
\]

The following notation has been used.

- \( \psi_1 \) upper-level streamfunction
- \( \psi_2 \) lower-level streamfunction
- \( \psi \) \([=(\psi_1 + \psi_2)/2]\), mean streamfunction (also called barotropic)
- \( \tau \) \([=(\psi_1 - \psi_2)/2]\), shear streamfunction (also called baroclinic)
- \( w \) vertical velocity at the interface
- \( \theta_1 \) upper-level potential temperature
- \( \theta_2 \) lower-level potential temperature
- \( \theta^* \) \([=(\theta_1 + \theta_2)/2]\), mean potential temperature
- \( k_d \) the Ekman damping coefficient at the bottom surface
- \( h_d \) the Newtonian cooling coefficient
- \( f \) \([=f_0 + \beta_0 \psi]\), the Coriolis parameter

Here \( J(a, b) \) is the Jacobian of \( a \) and \( b \) with respect to \( x \) and \( y \), while \( \nabla^2 \) is the Laplacian.

The Coriolis parameter \( f = 2 \Omega \sin \phi \) where \( \Omega \) is the angular velocity of the Earth about its axis and \( \phi \) the local latitude—is simplified, due to the model’s flat channel geometry, by expanding it in a truncated Taylor series about the latitude \( \phi_0 \) of the channel’s center. Thus, the constant coefficient \( f_0 \) is the Coriolis parameter at latitude \( \phi_0 \) and the so-called beta parameter \( \beta_0 \) is its derivative with respect to \( y \) at latitude \( \phi_0 \). The magnitude of mechanical damping at the Earth’s surface is adjusted by the coefficient \( k_d \). The static stability parameter \( \sigma \) is a measure of the stability of the atmosphere in hydrostatic equilibrium with respect to vertical displacements of an air parcel.

Mid-latitude atmospheric flows are driven by quasigeostrophic response to the pole-to-equator differential in radiative heating. In our model, this thermal forcing is represented by the last term in Eq. (3). Here potential temperature is relaxed toward a given equilibrium value \( \theta^* \) with a relaxed-time scale given by the reciprocal of \( h_d \).

The system of equations is closed by the thermal-wind equation
\[ \nabla^2 \theta = \lambda \nabla^2 \tau, \]  
(4)

which results from geostrophic balance and the hydrostatic approximation of no vertical acceleration that is also valid for planetary-scale flows. The constant coefficient \( \lambda \) is defined as:

\[ A = \frac{2 f_0}{c_p \left( P_2/P_0 \right)^2 - (P_1/P_0)^2}. \]

\( c_p \) is the specific heat at constant pressure, \( \kappa = R/c_p \), and \( R \) is the universal gas constant; \( P_1 = 250 \) hPa, \( P_2 = 750 \) hPa, and \( P_0 = 1000 \) hPa denote pressure at the upper, lower, and surface level, respectively.

The variables are nondimensionalized as follows: \( y \) by \( L \), \( L \) by \( L/n \), where \( n \) is the aspect ratio of the two horizontal length scales, \( r \) by \( f_0^{-1} \), \( \psi \) and \( \tau \) by \( L^2 f_0 \), \( w \) by \( H f_0 \), \( k_d \) and \( h_d' \) by \( f_0 \), \( \sigma \) by \( AL^2 f_0^{-1} \), and \( \beta \) by \( f_0 L^{-1} \). Our dimensionless constants are \( \alpha = L a^{-1} \cot \phi_0 \), where \( a \) is the radius of the earth, \( \sigma_0 = \sigma (AL^2 f_0)^{-1} \), \( 2k = k_d f_0^{-1} \), and \( h'' = h_d f_0^{-1} \); our dimensionless channel has width \( \pi \) and zonal length \( 2 \pi \).

The dependent variables are expanded in the eigenfunctions \( F_i \) of the Laplace operator,

\[ \nabla^2 F_i = -a_i^2 F_i, \]
subject to the boundary

\[ \frac{\partial F_i}{\partial x} = 0 \quad \text{at} \quad y = 0, \pi, \]

and orthonormality conditions

\[ F_i F_j = \delta_{ij}, \]

where \( \delta_{ij} \) is the Kronecker delta function and

\[ (\cdot) = \frac{\int_0^\pi \int_0^{2\pi} \cdot \, dx \, dy}{\int_0^\pi \int_0^{2\pi} 1 \, dx \, dy}. \]

We simplify the two-layer quasigeostrophic system to the utmost by retaining the fewest modes that still capture the key elements of zonal-flow vacillation. The simplest choice is to retain two \( y \) modes and one \( x \) wave.\(^{18} \) This allows fluctuating zonal-mean flows in a meridional plane via the interaction between zonal-mean flow and waves that propagate in the \( x \) direction. Thus, the eigenfunctions are

\[ F_1 = \sqrt{2} \cos(y), \quad F_2 = 2 \cos(x) \sin(y), \]
\[ F_3 = 2 \sin(x) \sin(y), \]
\[ F_4 = \sqrt{2} \cos(2y), \quad F_5 = 2 \cos(x) \sin(2y), \]
\[ F_6 = 2 \sin(x) \sin(2y). \]

The expansion of the dependent variables takes the form

\[ \{ \psi, \tau, \theta, w \}(x, y, t) = \sum_{i=1}^6 \{ \psi_i, \tau_i, \theta_i, -\omega_i \}(t) F_i(x, y). \]

Following Refs. 18 and 19, the thermal forcing is represented by a single zonal component

\[ \theta^*(x, y) = \theta^*_1 F_1(y). \]

The nonlinear, conservative terms in the model equations are expanded as

\[ J(F_j, F_m) = \sum_i c_{ijm} F_i, \]

where \( c_{ijm} \) are interaction coefficients defined by

\[ c_{ijm} = F_i J(F_j, F_m). \]

The expansion of the \( \beta \) term uses the relation

\[ \frac{\partial F_m}{\partial x} = \sum_i b_{im} F_i, \]

where

\[ b_{im} = F_i \frac{\partial F_m}{\partial x}. \]

We use the thermal-wind balance (4) to replace \( \tau \) with \( \theta \) and thus arrive at the nondimensional, spectrally-decomposed form of Eqs. (1)–(3), namely,

\[ \frac{d \psi_i}{dt} = -\frac{n}{2} a_i^{-2} \sum_{j=1}^6 \sum_{m=1}^6 c_{ijm} (a_j^2 - a_m^2) (\psi_j \psi_m + \theta_j \theta_m) + n \beta a_i^{-2} \sum_{j=1}^6 b_{ij} \psi_j - k (\psi_i - \theta_i), \]

\[ \frac{d \theta_i}{dt} = -\frac{n}{2} a_i^{-2} \sum_{j=1}^6 \sum_{m=1}^6 c_{ijm} (a_j^2 - a_m^2) (\theta_j \theta_m + \psi_j \psi_m) + n \beta a_i^{-2} \sum_{j=1}^6 b_{ij} \theta_j + k (\psi_i - \theta_i) - a_i^{-2} \omega_i, \]

\[ \frac{d \omega_i}{dt} = -\frac{n}{2} \sum_{j=1}^6 \sum_{m=1}^6 c_{ijm} \psi_j \theta_m + \sigma_0 \omega_j + h'' (\theta_i^* - \theta_i). \]

One can eliminate \( \omega_i \) by combining Eqs. (15) and (16). We thus obtain a system of 12 nonlinear ordinary differential equations (ODEs) for the variables \( \psi_i(t) \) and \( \theta_i(t) \); they are listed in full in the Appendix.

The configuration of our low-order model is somewhat similar to those of Lorenz,\(^{15} \) Charney and Straus,\(^{19} \) and Reinhold and Pierrehumbert.\(^{11} \) There are, however, important differences. Lorenz's\(^{18} \) model of 14 ODEs was constructed to simulate the flow in a thermally heated rotating tank. Our model is designed to simulate instead key features of atmospheric zonal-flow vacillation. To this end, we adopted the so-called \( \beta \)-plane approximation, which allows the Coriolis parameter \( f \) to vary linearly with latitude about the center of the channel,\(^{4,5,16} \) rather than Lorenz's \( f \)-plane approximation, in which \( f \) is kept constant and thus Earth's sphericity is totally neglected. In rotating-tank experiments, the so-called static stability of the fluid at rest is adjusted by large-scale "sloping convection,"\(^{20} \) while in the atmosphere it is primarily determined by small-scale moist convection. Thus, an equation that governs the time variation of static stability \( \sigma = \sigma(r) \) in the Lorenz model\(^{18} \) has been dropped. Instead, this quantity is held constant in our model, as in other dry quasigeostrophic models of the atmosphere.
Unlike in the models of Refs. 11 and 19, there is no topography in our model. Thus, our model’s waves are not externally forced through topographic resonance.4,10 Our model’s horizontal resolution follows Lorenz18 and differs from that of Refs. 11 and 19.

III. SUCCESSIVE BIFURCATIONS AND TRANSITION TO CHAOS

We present stationary and time-dependent solutions of our low-order model [Eqs. (A1)–(A12)], in a range of parameter values that are close to Earthlike settings. The scaling constants are set as follows: \( \phi_0 = 45^\circ \text{N} \), \( L = 1600 \text{ km} \), \( a_0 = 6400 \text{ km} \), \( H = 7.5 \text{ km} \), \( f_0 = 1 \times 10^{-4} \text{ s}^{-1} \), and \( A = 8.03 \times 10^{-7} \text{ K m}^{-2} \). Nondimensional parameter values are chosen as follows: \( \beta = 0.25 \), \( \sigma_0 = 0.15 \), \( \sigma_1^* = 0.105 \), \( n = 1.5 \), while the control parameter \( k = h^* \) is allowed to range over the interval \([0.047, 0.120]\). With this choice of \( L \) and \( n \), the channel has a width of \( \pi L = 5027 \text{ km} \) and a length of \( 2 \pi L / n = 6702 \text{ km} \). This is approximately the size of the North or South Atlantic basin.

The thermal forcing parameter \( \theta^*_c \) is associated in our model with the temperature change, at radiative equilibrium, across the channel’s midlevel through the relation
\[
\Delta T^* = \left( \frac{4vL^2f_0^2}{R} \right) \theta^*_c.
\]

The choice of \( \theta^*_c = 0.105 \) is equivalent to \( \Delta T^* = 53.0 \text{ K} \). This is in rough agreement with observations that our thermal forcing is much weaker than that of Lorenz18 or Charney and Straus.19 Other parameter values are within the ranges of Earthlike settings given by Ref. 11.

We explore solution behavior by changing the dissipation parameter \( k \) and study successive bifurcations of the system, from the most stable flow regime to the most unstable one.4,6,15,21 To do so, we first solve the model analytically for the simplest flow regime, the steady Hadley circulation, in which no wave components appear. We note that if all the wave components (i.e., the variables with subscripts 2, 3, 5, and 6) in Eqs. (A1)–(A12) vanish identically, the equations that govern these variables are automatically satisfied. In this case, the equations that govern \( \psi_4 \) and \( \theta_4 \) indicate that these variables also vanish.

Thus, the entire set of ODEs is reduced to the two equations for \( \psi_1 \) and \( \theta_1 \). The resulting steady-state solution is
\[
\psi_1 = \theta_1 = \theta^*_c.
\]

We call this unique stationary solution the Hadley solution, following Ref. 18, because it corresponds to the zonally symmetric Hadley cell on Earth.4 Note that no multiple equilibria of purely zonal flow are possible.

Next, we seek time-dependent solutions by numerical integration of the model [Eqs. (A1)–(A12)]. Our system of ODEs is not stiff and can thus be solved accurately by using an explicit Runge–Kutta (4,5) formula, the Dormand–Prince pair.22 The numerical scheme is adaptive, that is, the integration time step is automatically decreased to reach the desired accuracy. We use a relative and an absolute tolerance of \( 10^{-10} \). All time integrations are conducted for 50 000 nondimensional time units, i.e., an interval equivalent to 5833 days, and results are saved every 1.0 nondimensional time unit. The model integrations start with an initial state of weak wave perturbations, \( \psi_2 = \psi_6 = 1.0 \times 10^{-3} \). All other components are initially set to zero.

For the control parameter value of \( k = 0.12 \), the numerical solution (not shown) exhibits a steady Hadley circulation that is identical to the analytical solution. This circulation becomes unstable when \( k \) is decreased and it undergoes a Hopf bifurcation.4,21 As a result, the first wave components \( \psi_2 \) and \( \psi_3 \) attain self-sustained oscillations with constant amplitudes. We call this new flow regime, following Ref. 18, the first Rossby mode, since it exhibits certain properties of the midlatitude Rossby waves on Earth.5,15,16 The projection of the corresponding limit cycle onto a plane is shown in Fig. 1 for \( k = 0.09 \). The unique period associated with this regime equals 20.5 days.

The first Rossby mode becomes unstable to perturbations in the second \( \psi \) mode as the dissipation parameter \( k \) is reduced further. As a result, the wave components associated with the second \( \psi \) mode reach self-sustained oscillations, in addition to those already present in the first wave components. The new flow regime, characterized by coexisting waves of the first and second \( \psi \) mode, is named the Rossby mixed mode, as in Ref. 18. A projection of the limit cycle associated with the Rossby mixed mode at \( k = 0.068 \) is also shown in Fig. 1. The stable period attained in this case equals 22.8 days.

Both the Rossby first- and mixed-mode solutions have propagating wave components. As shown by Lorenz,18 these waves can be “frozen” by choosing a frame of reference that travels along at the wave speed. The “freezing of the waves” corresponds to the following change of variables:
\[
\begin{align*}
\psi_0^2 &= \sqrt{\psi_2 \psi_5 + \psi_3 \psi_3}, \\
\psi_0^3 &= 0,
\end{align*}
\]
\[
\begin{align*}
\psi_0^2 &= (\psi_2 \psi_5 + \psi_3 \psi_6) / \sqrt{\psi_2 \psi_2 + \psi_3 \psi_3}, \\
\psi_0^3 &= (\psi_2 \psi_6 - \psi_3 \psi_3) / \sqrt{\psi_2 \psi_2 + \psi_3 \psi_3},
\end{align*}
\]
steady states, with nonzero zonal-mean flow projecting the model's trajectories on the plane of coordinates corresponds to the mathematical device of "freezing coefficients" in Floquet theory (see Sec. 5.3 in Ref. 4 and also Ref. 23).

In spite of the periodic wave motion, the Rossby mixed-mode solutions' zonal-mean components $\psi_1$ and $\psi_4$ reach steady states, with nonzero $\psi_4$. This results in a steady zonal-mean flow

$$U(y) = \sqrt{2} \psi_1 \sin(y) + 2\sqrt{2} \psi_4 \sin(2y),$$

whose jet maximum is shifted away from the channel center. The Rossby mixed mode has another stable solution with the sign of $\psi_4$ reversed when the sign of the $\psi_2$ or $\psi_6$ perturbation in the initial state is reversed (see also Fig. 1). Therefore, there exist two distinct stable circulations of the Rossby mixed mode. The multiple equilibria in zonal-mean flow are characterized by the two steady zonal jet states, whose jet maximum is located away from the channel center either on the poleward or equatorward side.

The Rossby mixed-mode regime becomes unstable and another stable flow regime appears as the control parameter $k$ is reduced further. This regime is characterized by zonal-mean flows that oscillate around the Rossby mixed-mode solutions. We call this new flow regime unsymmetric vacillation. In this regime, unlike for the first-mode and mixed-mode regime, the wave components $\psi_2$, $\psi_3$, $\psi_5$, and $\psi_6$ contain more than one oscillatory mode. For example, the power spectra for the unsymmetric vacillation with $k = 0.0608$ reveals three oscillatory modes with period 21.3, 28.7, and 163.8 days, as well as harmonics of the two short-period oscillations (not shown).

The zonal-mean components, $\psi_1$ and $\psi_4$, also exhibit anharmonic oscillations, whose shape differs markedly from a sinusoid. For $k = 0.0608$, for example, power spectra indicate that these highly nonlinear oscillations are composed of the fundamental oscillatory mode with period 24.5 days and its harmonics. As in the case of the Rossby mixed mode, there is another stable flow regime, with the sign of $\psi_4$ reversed. Either of the multiple zonal-mean flow solutions is realized depending upon the initial state.

When the control parameter $k$ is reduced even further a chaotic flow regime appears. In this regime, all the zonal-mean and wave components exhibit aperiodic, irregular signals. Our model’s irregular flows exhibit sensitivity to initial data, a typical sign of deterministic chaos, as illustrated in Fig. 2. Two initially very close trajectories that started near the origin of the $(\psi_1, \psi_4)$ plane eventually diverge dramatically and lose their initial similarities. Even in the chaotic flow regime, two subregimes co-exist for the same parameter values: they are characterized by opposite signs of $\psi_4$.

The transition to chaos is further examined in Fig. 3 by projecting the model’s trajectories on the plane of $\psi_1$ and $\psi_4$. Note that $\psi_1$ and $\psi_4$ fully determine the zonal-mean flow [see Eq. (23)]. For $k = 0.0608$, the zonal-mean flow is purely periodic, but a small fold appears in the projection. For $k = 0.0603$, a second fold in the system’s trajectory corresponds to a period-doubling bifurcation. Another period-doubling bifurcation is visible for $k = 0.05982$. Due to this

$$\theta_2^c = (\psi_2 \theta_2 + \psi_3 \theta_3)/\sqrt{\psi_2^2 + \psi_3^2},$$

$$\theta_3^c = (\psi_2 \theta_5 - \psi_3 \theta_2)/\sqrt{\psi_2^2 + \psi_3^2},$$

$$\theta_5^c = (\psi_2 \theta_5 + \psi_3 \theta_2)/\sqrt{\psi_2^2 + \psi_3^2},$$

$$\theta_6^c = (\psi_2 \theta_6 - \psi_3 \theta_5)/\sqrt{\psi_2^2 + \psi_3^2}.$$  \hspace{1cm} (22)
subharmonic cascade, the system becomes chaotic for \( k = 0.058 \). Its trajectory is somewhat reminiscent of the Rössler attractor and exhibits signs of folding and stretching associated with deterministic chaos. Note that the trajectories occupy a larger portion of phase space as \( k \) becomes smaller, due to the flow’s increased instability.

Figure 4 shows the power spectra of \( \psi_4 \) for the same parameter values as in Figs. 3(a)–3(d). For \( k = 0.0608 \) several sharp spectral peaks are detected, all other peaks being harmonics of the largest peak. The fundamental frequency is \( \nu_0 = 0.0409 \text{ cycle/day} \) and the corresponding period is 24.5 days. For \( k = 0.0603 \) many other spectral peaks appear in addition to the peaks in panel (a). These additional peaks are found to be the first subharmonic of \( \nu_0 \), i.e., \( \nu_0/2 \), and its odd multiples. Thus, the folding of the trajectories that characterizes the transition from Figs. 3(a) and 3(b) is due indeed to period doubling.

Similarly, the added peaks in panel (c) are found to be the first subharmonic of \( \nu_0/2 \), i.e., \( \nu_0/4 \), and its odd multiples. This indicates that the transition from Fig. 3(b) to 3(c) is due to another subharmonic bifurcation. For \( k = 0.058 \), a continuous broad-band spectrum suddenly rises from \( 10^{-5} \) to \( 10^{-4} \), while the fundamental peak at \( \nu_0 \) is still visible. This manifestation of chaos detected by the spectral analysis is consistent with the irregular appearance of the phase-space trajectory in Fig. 3(d).

The successive bifurcations studied here are summarized in Fig. 5, which shows six distinctive regimes with respect to the changes in the dissipation parameter \( k \). The vertical bars in Fig. 5 indicate \( \pm \) (one standard deviation) of the variability in \( \psi_4 \). The location of a symbol within the bar denotes the variability’s mean value. The corresponding bifurcation diagram for Lorenz’s model is shown as Fig. 5.8 in Ghil and Childress.

The system first undergoes a Hopf bifurcation from the Hadley regime to the first-mode Rossby regime. The period of the oscillatory instability that gives rise to this bifurcation is intraseasonal, of the order of 20–30 days. Both regimes have \( \psi_4 = 0 \) so that the zonal-mean flow is symmetric with respect to the channel’s center line. A transition from the first-mode to the mixed-mode regime then takes place and a pair of nonzero \( \psi_4 \) values appears. The Rossby mixed mode is marked by multiple equilibria in zonal-mean flow, which give the two branches in Fig. 5. The zonal-mean flow profile that corresponds to either of the two Rossby mixed-mode solutions exhibits symmetry breaking—a typical indication of nonlinearity in action—and its maximum is shifted away from the axis of the channel. The period of the mixed-mode solution is still intraseasonal.

The Rossby mixed mode’s mean flow starts to oscillate due to a secondary Hopf bifurcation, which leads to the unsymmetric vacillation. The period of the associated oscillatory instability is much longer, of the order of \( 10^2 \) days. The unsymmetric vacillation exists within a relatively narrow range of the control parameter values, after which a sharp transition to the chaotic regime occurs. Note that, as the control parameter \( k \) decreases further, the positive and negative \( \psi_4 \) solutions, which are solely determined by the initial state, start to overlap. This overlap between solutions becomes larger as \( k \) decreases. Further decrease in \( k \) leads to the collapse of the two solutions with opposite signs of \( \psi_4 \), which leads to the Rossby regime of the second mode.

This new regime is characterized by self-sustained oscillations in the wave components \( \psi_3 \) and \( \psi_4 \) that are associated with the second \( y \) mode. The zonal-mean flow of the Rossby second mode is symmetric with respect to the channel’s cen-
tinct dynamical states of zonal-mean flow, we then select flow in the meridional direction. In order to study three dis-

mentum, and internal energy, using only the hydrostatic ap-

IV. IMPLICATIONS FOR MULTIPLE REGIMES IN ZONAL-MEAN FLOW

We now examine the dynamics of our low-order model in physical space. As discussed in the preceding section, for the control parameter value \( k = 0.068 \) the system has two distinct solutions with steady zonal-mean flow and propagating Rossby waves of both the first and second mode. Note that the Rossby mixed-mode solutions are thus overall periodic.

The two distinct flow regimes are shown in terms of their zonal-mean zonal flow and eddy momentum flux convergence in Fig. 6. One is characterized by the zonal-mean flow’s maximum being shifted equatorward from the channel center and the other is marked by the poleward shift of this maximum. Both zonal-mean flow regimes are maintained against frictional dissipation at the bottom by the corre-

The zonal-mean flow’s variability in the present low-

order model and its dynamics in the chaotic regime are ex-

amed next. Figure 7(a) shows a time series of \( \psi_4 \) for \( k = 0.052 \) and indicates chaotic fluctuations of zonal-mean flow in the meridional direction. In order to study three dis-

V. CONCLUDING REMARKS

We constructed a highly truncated, two-layer, quasi-

geostrophic channel model in order to investigate the origin of zonal-flow vacillation in the Southern Hemisphere observations\(^7\)\(^9\)\(^13\) as well as in a two-layer PE model with intermediate resolution.\(^19\) A distinctive feature of our low-order model is that it has a flat bottom, while the role of topogra-

phic forcing, as they are in the multiple regimes identified in the Southern Hemisphere observations and in the PE model. The
parameter values that give rise to the multiple flow equilibria are found to be within the range of Earthlike settings. Thus, our low-order model without topography exhibits multiple equilibria that bear a strong resemblance to these persistent flow regimes in terms of morphology as well as inherent dynamics.

Successive bifurcations to periodic and irregular zonal-mean flow regimes occur as the control parameter changes. Multiple solutions that resemble the two extreme phases of zonal-flow vacillation exist in a wide range of the control parameter values (Fig. 5). Nonlinear interactions between the model’s zonal-mean flow and its baroclinic waves are responsible for the chaotic variations of zonal-mean flow in the irregular flow regime (Fig. 7). Our results thus emphasize the role of vertically sheared, baroclinic waves in the Southern Hemisphere’s LFV. Such baroclinic waves are known to dominate weather phenomena in both hemispheres but their role in Northern Hemisphere LFV has been less well established.11,19,30

As is often the case, the irregular character of time series associated with the position and intensity of the zonal jet in the Southern Hemisphere has prompted the formulation of a red-noise model of zonal-flow vacillation.31 In such first-order Markov models, zonal-mean flow variability is explained by white-noise fluctuations in time, subject to a linear, negative feedback. This linear stochastic framework clearly lacks credible physics and fails to provide dynamically and statistically consistent explanations of the phenomenon.

In contrast to such linear stochastic models, Koo and co-authors13 recently presented a nonlinear framework of zonal-flow vacillation, based on the paradigm of multiple flow regimes.4,6 They presented evidence for multiple flow regimes associated with the two extreme phases of zonal-

FIG. 7. Dynamical variables in physical space for the chaotic regime obtained at $k=0.052$: (a) time series of $\phi_4$ on which three distinct states—$\phi_4<0$, $\phi_4=0$, and $\phi_4>0$—are denoted each by an asterisk; (b) barotropic streamfunction and (c) zonal-mean zonal flow (solid) and eddy momentum flux convergence (dashed) for the high-latitude state; (d) and (e) are the same as (b) and (c) but for the intermediate state; (f) and (g) are the same as (b) and (c) but for the low-latitude state.
flow vacillation in Southern Hemisphere observations, where the role of topography is much less prominent than in the Northern Hemisphere, and in their deterministic, two-layer PE model, where there was no topography at all. In particular, notable asymmetries with respect to the time-mean state are present in the two regimes: they are associated with large excursions of the jet and transitions from the one to the other tend to avoid the mean rather than favor it. Unlike the linear Markov models, the perspective of multiple regimes provides a fairly complete and convincing dynamical description of atmospheric zonal-flow vacillation that is consistent with the statistical evidence. Moreover, this dynamical description is also consistent with previous studies of the dynamics of zonal-flow vacillation.

Clearly the multiple regimes found in the Southern Hemisphere observations and in the PE model with no topography cannot be explained by the previous theories of multiple flow equilibria in the Northern Hemisphere, which emphasize the role of topography (see Refs. 9, 32, 33). Our low-order model’s multiple regimes present a striking resemblance, in terms of their morphology as well as dynamics, to the regimes found in the Southern Hemisphere observations and in our PE model of intermediate complexity. The explanation of the multiple regimes in atmospheric zonal-mean flow must lie, therefore, in the nonlinear baroclinic processes captured by our low-order model without topography.

Our findings suggest that nonlinearity plays a key role in the most fundamental and simplest mid-latitude LFV mode, the zonally symmetric mode. The relevance of these results to Northern Hemisphere LFV as well is still a matter of considerable debate.
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**APPENDIX: GOVERNING EQUATIONS OF THE LOW-ORDER MODEL**

\[
\frac{d\psi}{dt} = -k(\psi - \theta), \tag{A1}
\]

\[
\frac{d\psi_2}{dt} = -C_2 \frac{n^3}{n+1} (\psi_1 \psi_3 + \theta_1 \theta_3) - C_4 \frac{n^3}{n+1} (\psi_4 \psi_6 + \theta_4 \theta_6)
+ \frac{n}{n+1} \beta \psi_3 - k(\psi_2 - \theta_2), \tag{A2}
\]

\[
\frac{d\psi_3}{dt} = C_2 \frac{n^3}{n+1} (\psi_1 \psi_2 + \theta_1 \theta_2) + C_4 \frac{n^3}{n+1} (\psi_4 \psi_5 + \theta_4 \theta_5)
- \frac{n}{n+1} \beta \psi_2 - k(\psi_3 - \theta_3), \tag{A3}
\]

\[
\frac{d\psi_4}{dt} = C_3 n (\psi_2 \psi_6 + \theta_2 \theta_6) - C_3 n (\psi_3 \psi_5 + \theta_3 \theta_5) - k(\psi_4 - \theta_4), \tag{A4}
\]

\[
\frac{d\psi_5}{dt} = - C_1 \frac{n(n^2 + 3)}{n^2 + 4} (\psi_1 \psi_b + \theta_1 \theta_b) - C_4 \frac{n(n^2 - 3)}{n^2 + 4}
\times (\psi_3 \psi_4 + \theta_3 \theta_4) + \frac{n}{n+1} \beta \psi_6 - k(\psi_5 - \theta_5), \tag{A5}
\]

\[
\frac{d\psi_6}{dt} = C_1 \frac{n(n^2 + 3)}{n^2 + 4} (\psi_1 \psi_5 + \theta_1 \theta_5) + C_4 \frac{n(n^2 - 3)}{n^2 + 4}
\times (\psi_2 \psi_4 + \theta_2 \theta_4) - \frac{n}{n+1} \beta \psi_5 - k(\psi_6 - \theta_6), \tag{A6}
\]

\[
(1 + \sigma_0) \frac{d\theta_1}{dt} = C_2 n (\psi_2 \psi_3 - \psi_3 \psi_2) + C_1 n (\psi_2 \psi_6 - \psi_6 \psi_2)
+ \sigma_0 K (\psi_1 - \theta_1) + h''(\theta_1^* - \theta_1), \tag{A7}
\]

\[
\left( \sigma_0 + \frac{1}{n+1} \right) \frac{d\theta_2}{dt} = - C_0 C_2 \frac{n^3}{n+1} (\psi_1 \psi_3 + \psi_3 \psi_1) - \sigma_0 C_4 \frac{n^3}{n+1} (\psi_4 \psi_6 + \psi_6 \psi_4)
- C_2 n \frac{n^3}{n+1} (\psi_1 \psi_3 - \psi_3 \psi_1) - C_4 n \frac{n^3}{n+1} (\psi_4 \psi_6 - \psi_6 \psi_4)
+ \sigma_0 \beta n \frac{n^3}{n+1} (\psi_2 \psi_5 - \psi_5 \psi_2) - \frac{h''}{n+1} \theta_2, \tag{A8}
\]

\[
\left( \sigma_0 + \frac{1}{n+1} \right) \frac{d\theta_3}{dt} = C_0 C_2 \frac{n^3}{n+1} (\psi_1 \psi_2 + \psi_2 \psi_1) + \sigma_0 C_4 \frac{n^3}{n+1} (\psi_4 \psi_5 + \psi_5 \psi_4)
+ C_2 n \frac{n^3}{n+1} (\psi_1 \psi_2 - \psi_2 \psi_1) + C_4 n \frac{n^3}{n+1} (\psi_4 \psi_5 - \psi_5 \psi_4)
- \sigma_0 \beta n \frac{n^3}{n+1} (\psi_3 \psi_5 - \psi_5 \psi_3) - \frac{h''}{n+1} \theta_3, \tag{A9}
\]

\[
\left( \sigma_0 + \frac{1}{4} \right) \frac{d\theta_4}{dt} = \sigma_0 C_3 n (\psi_2 \psi_6 + \psi_6 \psi_2) - \sigma_0 C_3 n (\psi_3 \psi_5 + \psi_5 \psi_3)
+ \frac{C_4 n}{4} (\psi_4 \psi_6 - \psi_6 \psi_4) - \frac{C_4 n}{4} (\psi_4 \psi_5 - \psi_5 \psi_4)
+ \sigma_0 \beta n (\psi_4 - \theta_4) - \frac{h''}{4} \theta_4, \tag{A10}
\]
\[
\left( \sigma_0 + \frac{1}{n^2 + 4} \right) \frac{\partial \theta_5}{\partial t} \\
\quad = - \frac{\sigma_0 C_1 n (n^2 + 3)}{n^2 + 4} (\psi_1 \psi_6 + \psi_6 \psi_1) - \frac{\sigma_0 C_4 n (n^2 - 3)}{n^2 + 4} \times (\psi_3 \psi_4 + \psi_4 \psi_3) - \frac{C_1 n}{n^2 + 4} (\psi_3 \psi_4 - \psi_4 \psi_3) + \frac{\sigma_0 \beta n}{n^2 + 4} \theta_6 + \sigma_0 \kappa (\psi_5 - \theta_5) - \frac{h'}{n^2 + 4} \theta_5.
\]

\[\text{(A1)}\]

\[
\left( \sigma_0 + \frac{1}{n^2 + 4} \right) \frac{\partial \theta_6}{\partial t} \\
\quad = \frac{\sigma_0 C_1 n (n^2 + 3)}{n^2 + 4} (\psi_1 \psi_5 + \psi_5 \psi_1) + \frac{\sigma_0 C_4 n (n^2 - 3)}{n^2 + 4} \times (\psi_2 \psi_4 + \psi_4 \psi_2) + \frac{C_1 n}{n^2 + 4} (\psi_2 \psi_4 - \psi_4 \psi_2) - \frac{C_4 n}{n^2 + 4} (\psi_2 \psi_4 - \psi_4 \psi_2) - \frac{\sigma_0 \beta n}{n^2 + 4} \theta_5 + \sigma_0 \kappa (\psi_6 - \theta_6) - \frac{h''}{n^2 + 4} \theta_6.
\]

\[\text{(A12)}\]

where

\[
C_1 = \frac{C_2}{5} = \frac{C_3}{6} = \frac{C_4}{8} = \frac{8\sqrt{2}}{15\pi}.
\]

17 E. N. Lorenz, Tellus 12, 364 (1960).
21 J. Guckenheimer and P. Holmes, Nonlinear Oscillations, Dynamical Systems, and Bifurcations of Vector Fields (Springer-Verlag, New York, 1983).