North Atlantic climate variability in coupled models and data
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Abstract. We show that the observed zonally averaged jet in the Northern Hemisphere atmosphere exhibits two spatial patterns with broadband variability in the decadal and inter-decadal range; these patterns are consistent with an important role of local, mid-latitude ocean–atmosphere coupling. A key aspect of this behaviour is the fundamentally nonlinear bi-stability of the atmospheric jet’s latitudinal position, which enables relatively small sea-surface temperature anomalies associated with ocean processes to affect the large-scale atmospheric winds. The wind anomalies induce, in turn, complex three-dimensional anomalies in the ocean’s main thermocline; in particular, they may be responsible for recently reported cooling of the upper ocean. Both observed modes of variability, decadal and inter-decadal, have been found in our intermediate climate models. One mode resembles North Atlantic tri-polar sea-surface temperature (SST) patterns described elsewhere. The other mode, with mono-polar SST pattern, is novel; its key aspects include interaction of oceanic turbulence with the large-scale oceanic flow. To the extent these anomalies exist, the interpretation of observed climate variability in terms of natural and human-induced changes will be affected. Coupled mid-latitude ocean-atmosphere modes do, however, suggest some degree of predictability is possible.

1 Introduction

Coupled ocean–atmosphere dynamics is rich in scientific challenges, as well as socio-economic implications. A well-known example of coupled variability is the El Niño/ Southern Oscillation (ENSO) phenomenon – a seasonal and inter-annual climate event with substantial atmospheric and oceanic manifestations in the Tropical Pacific and global impacts on temperatures and precipitation. Potentially coupled phenomena in the mid-latitudes may include the North Atlantic Oscillation (NAO: Hurrell, 1995) and the Pacific Decadal Oscillation (PDO: Mantua et al., 1997). These two oscillations exhibit considerable power at decadal and lower frequencies and also affect the climate of adjacent continental areas. We present modelling and observational evidence that some of this decadal-to-inter-decadal power arises as a result of highly nonlinear, mid-latitude coupled modes and hence might exhibit some degree of predictability.

NAO and PDO spatial patterns appear in atmosphere-only general circulation models (AGCMs) subject to climatological sea-surface temperatures (SST) (Robertson, 2001), while AGCM sensitivity of these patterns to variable SST is model dependent (Saravanan, 1998; Rodwell et al., 1999; Mehta et al., 2000; Robertson, 2001); coupled general circulation models (CGCMs), in turn, show differing degrees of locally coupled behaviour (Latif et al., 1996; Pierce et al., 2001; Robertson, 2001). We investigate here atmospheric patterns reminiscent of the NAO, as well as PDO, and show evidence of coupling in the Atlantic sector.

Deser and Blackmon (1993) presented observational evidence for a 9–12-yr NAO-like signal in the North Atlantic atmosphere; they associated this signal with a tripolar SST pattern, whose amplitude may be controlled by a positive ocean–atmosphere feedback. Other analyses have linked a longer, 30–35-yr signal in co-varying North Atlantic sea-level pressure (SLP) and SST fields with coupled dynamics (Levitus, 1989; Kushnir, 1994). More recently, a spectral peak in North Atlantic SLP and in an ad-hoc North Atlantic SST index provided support for coupled ocean–atmosphere variability at a period of roughly 20 yr (Czaja and Marshall, 2001).

Marshall et al. (2001) compiled a thorough review of observational, modeling, and theoretical studies of climate variability in the Atlantic sector. These authors have presented evidence for a global significance of the Atlantic-based cli-
Suppose, for example, that the regime of “observed” values as taken from GCMs appear on the x-axis. Note the bifurcation at 6 days beyond which the jet exhibits bimodality. In an uncoupled simulation, transitions between the sites are accurately modelled by a white-noise process. In a coupled model, these transitions exhibit a preferred time scale controlled by ocean processes. (b) A phase space plot of the principal components of the first two EOFs of the zonally averaged zonal wind in the Northern Hemisphere. Departures from a Gaussian distribution are indicative of atmospheric bimodality. Regions where such departures are significant at the 95% confidence level are shaded. The two regions containing the statistically significant PDF maxima are outlined and labelled “A” and “B”. The 250-hPa spatial patterns associated with the regimes appear in (c) and (d). For (c) and (d), contour interval CI=20 m, yellow/green ~0 m.

Fig. 1. Atmospheric bimodality in atmospheric quasi-geostrophic (QG) model and observations: (a) Results from the QG channel model show zonally averaged jet latitudes versus atmospheric bottom drag. The regime of “observed” values as taken from GCMs appear on the x-axis. Note the bifurcation at 6 days beyond which the jet exhibits bimodality. In an uncoupled simulation, transitions between the sites are accurately modelled by a white-noise process. In a coupled model, these transitions exhibit a preferred time scale controlled by ocean processes. (b) A phase space plot of the principal components of the first two EOFs of the zonally averaged zonal wind in the Northern Hemisphere. Departures from a Gaussian distribution are indicative of atmospheric bimodality. Regions where such departures are significant at the 95% confidence level are shaded. The two regions containing the statistically significant PDF maxima are outlined and labelled “A” and “B”. The 250-hPa spatial patterns associated with the regimes appear in (c) and (d). For (c) and (d), contour interval CI=20 m, yellow/green ~0 m.

An idealized atmospheric circulation model set up in a quasi-geostrophic (QG) two-layer channel configuration (Kravtsov et al., 2005) produces a similar bi-stability, with the preferred latitudes of the maximum zonally averaged wind depending on the bottom drag parameter. Strongly damped solutions have single preferred latitude, while more realistic, weaker damping yields two distinct solutions (Fig. 1a).

The transitions between the preferred latitudes in the above atmosphere-only setting are random. Coupling to a one-basin, three-layer QG ocean circulation model (Kravtsov et al., 2006b, 2007a), however, introduces an apparent regularity into these transitions by affecting the occupation frequency of the high-latitude and low-latitude atmospheric regimes on a decadal time scale. The two jet states generate differing wind-driven ocean circulations that, in turn, produce different SST fields and thus differing air–sea heat exchanges. The heat flux from one of these two states modifies the jet transition behaviour and thus favours development of the other ocean state. The transitions between the preferred latitudes in the above atmosphere-only setting are random. Coupling to a one-basin, three-layer QG ocean circulation model (Kravtsov et al., 2006b, 2007a), however, introduces an apparent regularity into these transitions by affecting the occupation frequency of the high-latitude and low-latitude atmospheric regimes on a decadal time scale. The two jet states generate differing wind-driven ocean circulations that, in turn, produce different SST fields and thus differing air–sea heat exchanges. The heat flux from one of these two states modifies the jet transition behaviour and thus favours development of the other ocean state. Suppose, for example, that the occupation frequency of the atmospheric low-latitude state increases, so that atmospheric jet spends more time at latitudes lower than the latitude of climatological jet. This will eventually force the relocation of the oceanic eastward jet (“Gulf Stream”) toward lower latitudes, but this happens not momentarily, but with a lag of a few years, because of the Gulf Stream’s eddy inertia associated with rectification process (Berloff, 2005; Berloff et al., 2007b), that is, the driving.
ing of the Gulf Stream extension by the eddies swept downstream by that same current. After this adjustment is complete, the ocean–atmosphere heat fluxes induce more frequent transitions to the high-latitude state, thus starting the opposite swing of the cycle. The period of the oscillation in the damped stochastically excited delayed oscillator such as the one described here is typically 3–4 times the lag value, depending on how strongly damped the oscillation is relative to the intensity of the stochastic driving (Kravtsov et al., 2007b). Indeed, atmospheric and oceanic spectra from the coupled runs show statistically significant peaks in the inter-decadal range, while eddy activity in the ocean is critical to establishing the spectral peaks: they disappear in lower-resolution coupled runs with larger oceanic viscosities.

The inquiry pursued in the present paper builds upon these idealized modelling and observational results to argue for a link between relatively fast nonlinear atmospheric dynamics manifested through bi-stability of the atmospheric jet latitudinal position, and decadal-to-inter-decadal time scale climate variability. In particular, we identify, in Sect. 2, multi-year lag correlations between the frequencies of occurrence of two anomalously persistent atmospheric states (or regimes) on one hand, and the sea-surface temperature on the other hand. These correlations are indicative of possible presence of decadal and multi-decadal coupled climate modes.

One of these modes, characterized by an inter-decadal time scale and largely mono-polar SST pattern in the mid-latitude North Atlantic is reminiscent of the coupled mode described by Kravtsov et al. (2006b, 2007a); these similarities are discussed in Sect. 3. We also find, in Sect. 4, a signature of this mode in the long-term co-variability of the atmospheric regimes and upper-ocean heat content (Levitus et al., 2005; Lyman et al., 2006), and confirm the corresponding phase relations in our coupled QG model, thus adding additional weight to our hypothesis that the dynamics of the observed multi-decadal mode may be captured correctly by the QG climate metaphor Sect. 3).

In Sect. 3, we also examine another mode, which may be substantially modified by mid-latitude ocean–atmosphere coupling. This mode exhibits a tri-polar North Atlantic SST pattern and a decadal time scale. We emphasize here, once again, the apparent effect of SST anomalies associated with this mode onto the occurrence frequency of one of the atmospheric preferred regimes, which enables the atmospheric flow to be nonlinearly sensitive to slow oceanic evolution. To capture this mode turned out to require a relatively high vertical resolution (15-level) primitive-equation (PE) oceanic model (Kravtsov and Ghil, 2004) coupled, once again, to the QG atmosphere of Kravtsov et al. (2005).

The two modes identified in observations thus appear to be governed by distinctive dynamical mechanisms, as suggested by our idealized modelling. In Sect. 5, we summarize the evidence presented here in support of mid-latitude coupled dynamics, while emphasizing the controversial aspects of our approach. These include bi-stability and bimodality of the atmospheric jet and the use of QG models to study coupled dynamics. Avenues for the future research are outlined. Finally, Appendix A describes spectral analyses we employed to identify periodicities in the time series considered, while Appendix B deals with the non-parametric method used to address the statistical significance of the patterns associated with our climate modes.

2 Atmospheric regimes and (multi-)decadal climate modes

The coupled QG climate model results summarized in Sect. 1 motivated our examination of the atmospheric jet transitions between the two regimes shown in Fig. 1 according to the 55 yr of NCEP-NCAR reanalysis (December 1948–March 2003). Specifically, we have counted the number of days spent in either regime during the winter months for each of the years. Ten-year running means of linearly de-trended occupation frequency of the two regimes appear in Fig. 1a and d, respectively. For panels (b), (c), (e) and (f), CI=0.05°C, values greater than (less than) 0.2°C (−0.2°C) shown by dark red (dark blue); yellow/green ~0°C. Area with values statistically significant at the 95% level are hatched.

Fig. 2. Spatiotemporal patterns associated with Regime A of Fig. 1, in observations and all-QG coupled model: (a, b, c) observational features based on 55 years of reanalysis; and (d, e, f) coupled quasi-geostrophic model features based on the 700-yr simulation. (a, d) Time series of regime frequency occurrence, with abscissa in years and ordinate in regime days per winter; dashed lines in both plots represent the leading-pair SSA reconstruction. (b, c) and (e, f) Opposite phases of the SST pattern from the data (left panels) and from the wind-driven ocean model (right panels), regressed onto the regime time series in Fig. 1a and d, respectively. For panels (b), (c), (e) and (f), CI=0.05°C, values greater than (less than) 0.2°C (−0.2°C) shown by dark red (dark blue); yellow/green ~0°C. Area with values statistically significant at the 95% level are hatched.

In Sect. 3, we also examine another mode, which may be substantially modified by mid-latitude ocean–atmosphere coupling. This mode exhibits a tri-polar North Atlantic SST pattern and a decadal time scale. We emphasize here, once again, the apparent effect of SST anomalies associated with this mode onto the occurrence frequency of one of the atmospheric preferred regimes, which enables the atmospheric flow to be nonlinearly sensitive to slow oceanic evolution. To capture this mode turned out to require a relatively high vertical resolution (15-level) primitive-equation (PE) oceanic model (Kravtsov and Ghil, 2004) coupled, once again, to the QG atmosphere of Kravtsov et al. (2005).

The two modes identified in observations thus appear to be governed by distinctive dynamical mechanisms, as suggested by our idealized modelling. In Sect. 5, we summarize the evidence presented here in support of mid-latitude coupled dynamics, while emphasizing the controversial aspects of our approach. These include bi-stability and bimodality of the atmospheric jet and the use of QG models to study coupled dynamics. Avenues for the future research are outlined. Finally, Appendix A describes spectral analyses we employed to identify periodicities in the time series considered, while Appendix B deals with the non-parametric method used to address the statistical significance of the patterns associated with our climate modes.
Fig. 3. Same as Fig. 2, but for 55 years of reanalysis for Regime B and 4000-yr simulation of the buoyancy-driven ocean model.  

because the record is only 55-yr long. However, the Singular Spectrum Analysis (SSA; Ghil et al., 2002) confirms the presence of the oscillations in both regimes’ time series, with periods of 25 and 12 yr, respectively (see Appendix A).

We have regressed the SST anomaly record at various temporal lags against the time series in Figs. 2a and 3a to visualize the ocean patterns correlated with the jet shifts. The Atlantic-sector SST signals appear in the left-hand panels (b) and (c) of Figs. 2 and 3. The regions of largest SST anomaly for both cases are found in the vicinity of the Gulf Stream; these anomalies are significant at the 95% confidence level, as determined by a non-parametric Monte-Carlo technique (Vautard et al., 1990; see Appendix B). In this technique, regime occurrences are shuffled and then averaged over winters to produce surrogate time series of occurrence frequency; the SST anomaly record is then regressed upon the time series so obtained.

The SST pattern of Regime A is dominantly mono-polar, with the maximum anomaly centred on the Gulf Stream axis (Fig. 2b, c). In contrast, SST anomalies for Regime B are tri-polar, essentially sharing central lobes with Regime A, but possessing lobes of the opposite sign to the north and south. A reversal of the patterns is found at lags of −14 yr (10 yr) for Regime A and −7 yr (5 yr) for Regime B; the patterns at positive lags are not shown. These lags are consistent with the inferred spectral peaks of the time series in Fig. 6a, b (see Appendix A), and with the associated broadband variability of Regimes A and B, respectively.

Finally, we note that statistically significant SST signals associated with both regime time series also appear in the Pacific basin (not shown). However, the location of these signals is in the mid-Pacific, in contrast to the western-boundary intensified patterns of the Atlantic Ocean. The latter patterns are more likely caused by either oceanic or coupled ocean-atmosphere processes, rather than by surface atmospheric forcing. We thus speculate that the source of regularity of the climate signals considered here comes from the North Atlantic ocean modes coupled to a bi-stable atmospheric jet, while the SST anomalies in the Pacific are secondary, induced by the anomalous atmosphere–ocean heat fluxes associated with shifting of the atmospheric jet.

3 Comparison with idealized models

We have applied statistical analyses similar to those above to two intermediate coupled models (ICMs), both of which used an identical atmospheric component characterized by a
bi-stability of the atmospheric jet position (Kravtsov et al., 2005), but distinct ocean components (see Sect. 1).

3.1 Results from all-QG coupled ocean–atmosphere model

Results from a 700-yr run of the all-QG coupled model (Kravtsov et al., 2006b, 2007a) that has, in addition to the QG atmospheric component, a QG ocean component on an eddy-permitting mesh, with a resolution of 10-km by 10-km and horizontal viscosity of 200 m$^2$/s, appear in the right-hand panels of Fig. 2. The ocean model has three layers in the vertical and is set up in a rectangular basin of the size 5120×5600 km on a mid-latitude beta-plane. This configuration mimics, in an idealized fashion, the coupled ocean–atmosphere system comprised of the North Atlantic basin and the mid-latitude atmosphere above it and extending further up- and downstream. The atmospheric and oceanic model components are coupled via a simple ocean mixed-layer model with a diagnostic momentum closure and non-linear sea-surface temperature (SST) advection. Further details of the all-QG coupled model can be found in Kravtsov et al. (2007a).

Figure 2d shows the occurrence frequency anomaly of Regime A. The peak-to-peak amplitude of the regime-occurrence anomalies in the observations and in the model is surprisingly close, with ±4 days/winter for the observations and ±5 days/winter for the model. SSA analysis of the model time series in Fig. 2d identifies a statistically significant 25-yr oscillation, which matches the observed time scale. A regression analysis of the model SST anomalies against this time series yields the dominant time scale of 24 yr, given by anomalies of opposite sign for lags separated by 12 yr (see panels e and f); this time scale, in turn, is entirely consistent with the SSA results.

The patterns of SST variability that emerge from the model exhibit features that are broadly comparable to the observed, when taking into account the simplified model domain. Specifically, the decadal scale variability in the coupled QG model is dominated by a local extremum in the vicinity of the separated Gulf Stream. This compares very well with the SST anomalies from the observations. It is known from the coupled QG model experimentation that these anomalies represent the effects of a waxing and waning Gulf Stream recirculation, itself maintained by the mesoscale variability of the unstable Gulf Stream.

The similarities between the left-hand panels (observations) and right-hand panels (model) provide evidence for the mechanisms captured by this coupled QG model contributing to North Atlantic climate variability.
3.2 Results from PE–QG coupled ocean–atmosphere model

In contrast, the higher-frequency variability of Regime B is associated with the familiar tri-pole pattern seen in the left-hand panels of Fig. 3. This mode is not found in our coupled QG model. Here we examine the possibility that this decadal variability is associated with the bi-stability of atmospheric jet position coupled to fully three-dimensional wind-/buoyancy-driven upper ocean current anomalies.

To test this hypothesis, we have coupled a coarse-resolution, high-viscosity, primitive-equation (PE) component (Kravtsov and Ghil, 2004) to the same bimodal atmospheric model. In contrast to quasi-2D QG model, which only considers small perturbation to specified basic stratification, the PE formulation allows explicit modelling of large-scale convection processes characterized by displacements of the isopycnals much exceeding those assumed in the QG scaling. The details of the coupling are straightforward. As the primitive equation model computes an SST automatically, heat exchange with the atmosphere proceeds as in the coupled quasi-geostrophic model. In addition, the primitive equation model accepts momentum flux at the top boundary as provided by the atmospheric channel QG model.

The ocean model uses a coarse 400-km by 400-km resolution in the horizontal and 15 vertical levels. Horizontal viscosity levels are sufficiently high (1000 m$^2$/s), so that the ocean is in a non-turbulent state.

A 4000-yr record was generated from this coupled model and the regime transitions were counted. Anomalies of the occurrence of Regime B exhibit low-frequency variability as appears in Fig. 3d. Again, the peak-to-peak amplitude of the model anomalies agrees well with that of the observations, both being of about ±10 days/winter.

The SSA analysis of this time series (see Appendix A) yields an 11-yr period, consistent with the lagged regression of model SST anomalies onto the regime time series (panels e and f), since the reversal in the anomaly pattern here occurs at time lags of −1 yr and −6 yr. This also compares well with the observed 12-yr period. The model SST anomaly fields are tri-polar (Fig. 3e, f), with the central lobe located over the mid-ocean eastward jet, which is also characteristic of the observed SST anomaly fields (Fig. 3b, c). These similarities between the modelled and observed decadal variability patterns suggest that some of this variability can be explained, at least in part, by dynamical mechanisms captured by this coupled model, whose ocean component includes explicit buoyancy effects.

4 Inter-decadal variability of the upper-ocean heat content

The decadal-to-inter-decadal periods discussed in the previous section suggest dynamical roles for oceanic processes in these modes. The oceanic heat content is an important indicator of such a long-term oceanic variability. The latter variability is dominated by that of the upper-ocean (top 700 m) heat content (Levitus et al., 2005; Lyman et al., 2006). Here we examine the time series of the upper-ocean heat content in relation to the Regime A occurrence frequency, for observations (Fig. 4) and the all-QG coupled climate model (Fig. 5). The observed heat content has been linearly detrended; causes of that trend are unclear, but do include anthropogenic effects.

The upper panel of Fig. 4 shows the time series of the Regime A occurrence frequency, which is an updated version (1948–2006) of that shown in Fig. 2a. The upper-ocean heat content time series is plotted in the lower panel. This time series leads the regime occurrences by a few years, meaning the two time series are roughly in quadrature, given the 20–25-yr time scale of the implied oscillatory signal. Such a distinctive phase relationship between the oceanic and atmospheric time series provides additional support that the coupled dynamics may be responsible for this behaviour, since it implies that the atmosphere is indeed affected by the ocean-induced SST anomalies on decadal time scales.

We have argued that the dynamical mechanism underlying the observed 20–25-yr oscillation is captured by our idealized all-QG coupled climate model. Should this be the case, the phase relationship between the upper-ocean heat content and regime occurrence frequency in the model should reproduce that observed. Figure 5 is an analogue of Fig. 4 based on data produced by the all-QG coupled model. The oceanic heat content is computed over the whole area of the model domain. For the purposes of direct comparison between the two figures, we plot in Fig. 5 an arbitrary 55-yr-long segment of the 700-yr-long coupled model run; the results based on the full 700-yr simulation are analogous. The SSA analysis of the upper-ocean heat content time series (not shown) confirms that this time series possesses a statistically significant spectral peak in the 20–25-yr range, consistent with the corresponding peak in the regime occurrence frequency (see Appendix A and Fig. 7).

The heavy solid lines in the upper and lower panels of Fig. 5 show the SSA reconstruction of this oscillation, based on single-channel SSA analysis of the regime occurrence and upper-ocean heat content time series, respectively. The phase relationship between the oceanic and atmospheric quantities in the model is analogous to that observed, with the upper-ocean heat content generally leading the regime occurrences by a few years. However, for the particular segment displayed in Fig. 5, the phase difference drifts with time, increasing from the value of 5 yr in the beginning of the segment, to the value of 10 yr at the end. Such a drift is indicative of a broadband nature of the oscillation under consideration. The phase relationship between two time series are better captured by a multi-channel version of the SSA analysis (M-SSA), which explicitly takes into account multi-year lag correlations between the time series of regime occurrences.
and upper-ocean heat content. The M-SSA reconstruction of the 20–30-yr oscillatory signal (not shown) considerably reduces the phase drift between the two time series and recovers the observational result of the in-quadrature phase relationship between them. The oceanic heat content variance explained by the heat content component of the multi-channel SSA reconstruction (done on combined annual heat content and regime occurrence frequency time series over the 700-yr period) is roughly 40% of the total heat content variance. The heat content’s spatial pattern associated with this mode is dominated by the anomalies in the region of oceanic eastward jet.

In summary, the combined observational and idealized modelling evidence suggests that the inter-decadal oscillation characterized by a mono-polar SST signal in the mid-latitude North Atlantic Ocean is governed by coupled ocean–atmosphere dynamics.

5 Summary and discussion

We have presented here two modes of coupled climate variability that both involve long-term variations in the occurrence frequency of the two anomalously persistent zonal-jet regimes, which we called A and B (see Fig. 1). One of the modes, associated with Regime A, has a predominantly mono-polar SST pattern (Fig. 2) and a period of 25 yr; it is characterized by a distinctive phase relationship between the regime occurrences and upper-ocean heat content (Figs. 4 and 5). Modelling results show that this mode depends on ocean eddy activity, and is closely related to wind-driven circulation variability. The other mode is associated with atmospheric Regime B, and reflects co-variability of the three-dimensional upper-ocean flow with the atmospheric jet; its SST pattern is tri-polar (Fig. 3), and its period is 11 yr, in the absence of any solar-cycle forcing.

Tri-polar, as well as largely mono-polar, decadal-to-inter-decadal SST patterns have been both observed (Deser and Blackmon, 1993; Kushnir, 1994; Moron et al., 1998; Delworth and Mann, 2000) and simulated in coupled GCMs (Sutton and Allen, 1997; Grötzner et al., 1998; Latif et al., 2004; Dong and Sutton, 2005). The decadal variability associated with Regime B (Fig. 3, left panels) is similar, in terms of both spatial pattern and time scale, to the one described by Deser and Blackmon (1993). However, the importance of nonlinear atmospheric sensitivity via bi-stability of atmospheric jet implied by the present study argues that this oscillation’s mechanism is distinct from the coupled decadal oscillation of the meridional overturning circulation proposed in Sutton and Allen (1997) and Grötzner et al. (1998).

Mono-polar SST patterns (Kushnir, 1994; Delworth and Mann, 2000), similar to the ones displayed in Fig. 2, have been associated with periods of 60–100 yr (Schlesinger and Ramankutty, 1994; Delworth and Mann, 2000; Latif et al., 2004). Moron et al. (1998), on the other hand, have observed mono-polar SST patterns in the North Atlantic with a sub-decadal time scale. Both of these signals are thus different, in terms of their period, from our 25-yr oscillation. Latif et al. (2004) reported mono-polar SST patterns evolving on a time scale of 20–30 yr; however, the centre of action of this oscillation was located, in general, to the northeast of that in Fig. 3. The spatiotemporal signal associated with our Regime A thus represents novel observational features, as well as a novel physical mechanism.

The Hasselman-type conceptual climate models explain a major fraction of SST variance away from the regions of intense oceanic currents, viz. oceanic western boundary. This is, of course, also the property of our idealized simulations. Our study is a contribution to the theories of SST variability in the eastward jet extension region, in which passive ocean response explanation is insufficient. In particular, we argue coupled dynamics associated with nonlinear atmospheric sensitivity to ocean-induced eddy-driven SST anomalies is the major component of this variability.

Figures 4 and 5 demonstrate that the bi-decadal climate mode accounts for a major portion of the oceanic heat content variations. The occurrence frequency of the Regimes A and B also exhibits substantially enhanced power in the frequency range associated with the decadal variability. On the other hand, the atmospheric regimes themselves are relatively rare events (see Fig. 2b), so that a large part of the atmospheric variability has simply nothing to do with the regime behaviour. Similarly, the SST patterns forced by intrinsic atmospheric variability not associated with the coupled mode under consideration account for a large fraction
of SST variance away from the eastward jet extension region. However, as far as sources of climate predictability and the associated dynamics are concerned, it is useful to identify measures of climatic variability which best describe potentially predictable climate modes. For example, the atmospheric regimes are but a small fraction of full atmospheric variability, but we argue that their occupation frequency is a successful and useful measure of the atmospheric response to ocean-induced SST anomalies.

The coupled adjustment mode mechanism proposed by Kravtsov et al. (2006b, 2007a) is not the only one available for the explanation of mono-polar circulation anomalies arising in eddy-permitting and eddy-resolving ocean models. One viable alternative to this mechanism is the so-called gyre-mode mechanism, which has been documented in a hierarchy of increasingly realistic ocean-only models (Jiang et al., 1995; Speich et al., 1995; Simonet, 2005; Simonet et al., 2003a, b, 2006; Dijkstra and Ghil, 2006). The time scales of a gyre mode are inter-annual, i.e. somewhat shorter that inter-decadal time scales reported here. However, Simonet (2005) has shown that under certain conditions the gyre mode can exhibit longer time scale harmonics depending on the number of eastward-jet meanders accommodated by the ocean basin. Another alternative is the turbulent oscillator mechanism proposed recently by Berloff et al. (2007a); the central feature of this mechanism is the “negative viscosity” eddy fluxes maintaining an inter-decadal oscillation. Discriminating between potential mechanisms for the observed inter-annual-to-inter-decadal mid-latitude climate variability requires further research.

Regardless of the observed oscillations being ocean-only or coupled phenomena, their atmospheric manifestations require a mechanism for the ocean-induced SST anomalies to induce long-term changes in the atmospheric circulation patterns. We have conjectured that this mechanism involves nonlinear sensitivity of the atmospheric weather regimes – a few anomalously persistent atmospheric flow anomalies, whose occurrence frequency depends on the oceanic state. In our observational analysis, these regimes are associated with the bimodal probability density function constructed in the phase space of the leading zonal-flow EOFs. Whether the atmospheric flow is bimodal or not is still a subject of an ongoing debate. Hsu and Zwiers (2001) and Stephenson et al. (2004) argued that the single-regime null hypothesis cannot be rejected due to insufficient amount of data; this argument was, however, rebutted by Deloncle et al. (2007). Berner and Branstator (2007) identified significant deviations from gaussianity in a four-dimensional phase space of an atmospheric general circulation model and showed that these deviations can be described in terms of two off-centred Gaussian distributions. This is consistent with the behaviour of our atmospheric model in the sense that the latter model produces only weakly bimodal or strongly skewed uni-modal probability density functions, but is still bi-stable in each case, i.e., characterized by two distinctive, anomalously persistent atmospheric states. This bi-stability in the model is responsible for the atmospheric sensitivity to ocean-induced SST anomalies, which is an essential part of the simulated coupled cycle.

The idealized models used in our study to interpret observational results are but metaphors of the real climate system. In particular, the ocean–atmosphere interaction in the atmospheric QG channel is parameterized using bulk formulas involving SST and the atmospheric temperature; the latter is related to the instantaneous depth of the atmospheric layers. In turn, the heat fluxes induce, in the QG framework, the entrainment mass fluxes from one atmospheric layer to the other, thus changing the atmospheric temperature. In reality, air–sea interaction involves a much more complex boundary layer and interior dynamics. Other aspects of atmospheric model that may need additional sensitivity checks include the extreme vertical truncation to two layers, as well as the channel, rather than spherical geometry. The ocean models may be altered in a variety of ways as well, making them progressively more realistic. For example, it is known that neglecting bottom topography can lead to spurious decadal variability in ocean models (Winton, 1997), so modifying flat-bottom geometry of our models is one of the venues for future research. In summary, the modelling aspect of our study is just the first step in the hierarchy of climate models (Ghil and Robertson, 2000), in which one tries to inter-relate aspects of observations, idealized models, and state-of-the-art general circulation models. We plan to continue working further in this direction.

The expressions of geopotential height anomalies associated with the inter-decadal coupled mode reported here, while strongly zonal, are intensified in the North Atlantic in a pattern not unlike the North Atlantic Oscillation. It can be claimed that our search for this mode was motivated by process climate modelling studies based on models of intermediate complexity. The need for process modelling rests in the apparent participation of ocean turbulence in the coupled evolution. Current state-of-the-art coupled general circulation models do not resolve this turbulence, mostly for computational reasons. This would not represent a problem if accurate parameterizations of eddy dynamics were known. While currently a topic of active research, viable parameterizations are as yet unavailable.

The connections found here between the decadal variability of the upper-ocean three-dimensional circulation and nonlinear atmospheric regimes are novel and interesting. On the other hand, the drastic differences between the two employed ocean models – a highly resolved turbulent ocean with a somewhat extreme, three-layer, vertical truncation, versus a truly three-dimensional model, but with coarse horizontal resolution – rather naturally motivates the question of the sensitivity of low-frequency buoyancy-driven variability to mesoscale turbulence. Inasmuch as ocean eddies are effective at heat transport, it remains a distinct possibility that the adjustment and intrinsic variability of a turbulent buoyancy-
driven cells differs qualitatively and quantitatively from that seen in low Reynolds number models like the one used in this paper. How the apparent connections between atmospheric bi-stability and coupled climate dynamics would be affected in a high Reynolds number model of this type is unknown and worthy of study. Indeed, the broad spectrum of exploration remaining to be done on the phenomena reported here identify our results as preliminary, but they do quantitatively advance a new, highly nonlinear paradigm for mid-latitude climate variability that is important to examine. Their practical significance is in ascribing a significant fraction of the observed long-term climate variability to natural causes, thus helping to isolate and better explain human-induced climate changes.

Appendix A

Singular spectrum analysis

To analyze the characteristics of the time series of regime occurrence in observations, as well as in our coupled models, we have used Singular Spectrum Analysis (SSA) (Broomhead and King, 1986; Fraedrich, 1986; Vautard and Ghil, 1989; Ghil et al., 2002). SSA finds eigenvalues and eigenvectors of the covariance matrix computed for an augmented vector time series; the latter time series consists of the original vector and \( M \) lagged copies thereof. The window size \( M \) determines the range of periodicities to be detected. The eigenvectors of the covariance matrix so constructed are called T-EOFs; the associated temporal principal components (T-PCs) are the time series obtained by projecting the original augmented vector time series onto the T-EOFs. SSA identifies an oscillation in the time series when two consecutive eigenvalues of the covariance matrix (ordered by size) are nearly equal, the corresponding T-EOFs are periodic, with the same period and in quadrature, while the associated T-PCs are in quadrature as well. We apply, in addition to the criteria above, a Monte Carlo test (Allen et al., 1996; Allen and Robertson, 1996) to determine the statistical significance of the oscillation detected by SSA.

When the procedure above ascertains the presence of an oscillation, we also compute the so-called SSA reconstruction (Broomhead and King, 1986; Ghil and Vautard, 1991; Ghil et al., 2002) for the oscillation being considered; this reconstruction is based on the corresponding pair of reconstructed components (RCs). The RC pairs are narrow-band filtered versions of the original time series, where the filters are derived data-adaptively from the time series itself, in order to maximize the variance captured.

Applying Monte Carlo SSAs to the 55-yr record of the observed Regime A and Regime B occurrence frequency yields the spectra in Fig. 6a and b, respectively.

SSA detects the presence of two clear oscillatory pairs, with periods of 25 and 12 yr respectively. While they both fail the Monte Carlo significance test, due to the fairly short time series available, the lagged-correlation analyses presented in the main text do identify SST patterns with regions of statistically significant anomalies at multi-year lags that are consistent with the period detected by SSA.

Similar analyses for the time series of regime occurrence frequency produced by coupled models with wind-driven and buoyancy-driven oceanic components are shown in Figs. 7 and 8, respectively. In either figure, the upper panel is based on a 55-yr segment of the corresponding time series, while the lower panel employs a much longer, multi-centennial model integration.

For the coupled model with the wind-driven oceanic component (Fig. 7), the dominant oscillation period identified by the SSA employing short and long data sets match quite well: 25.6 yr in the short record, and 25 yr in the long one. Moreover, the statistical significance of the oscillatory pairs according to the Monte Carlo test is considerably larger in the longer data set. In particular, the oscillatory pair based on the short time series fails this test at the 95% level (Fig. 7a), like the one based on the Regime A time series (Fig. 6a), while a longer time series does show statistical significance for the same oscillatory pair at this level.

For the coupled model with the buoyancy-driven oceanic component (Fig. 8), SSA analysis of both the short and long records of regime occurrence frequency does show statistical significance at the 95% level, while the observed spectrum (Fig. 6b) does not. This has to do with the fact that the 11-yr oscillation in the coupled model is more pronounced than in the data. On the other hand, there is a larger discrepancy between the periods in Fig. 8a vs. b, namely 9 yr vs. 11 yr, which indicates some period modulation in the coupled model.

To conclude, the SSA analysis identifies oscillatory pairs
in the observed and model-generated time series of regime occurrence frequency. The 55 yr of observational record are not enough to establish statistical significance of these signals at the 95% level. The complementary lagged-regression analysis of SST fields presented in the main text does find statistically significant patterns at multi-year lags that are consistent with the periods identified by SSA.

Appendix B

Non-parametric Monte Carlo significance test

We have used the following technique to ascertain statistical significance associated with the quantities derived from the time series of regime occurrence frequency (Vautard et al., 1990). First, we gathered into time segments the consecutive days belonging to a given regime, including the null regime defined as all data points that do not belong to either of the two regimes identified. These segments were shuffled 1000 times, thus providing 1000 independent realizations of the same length. Each quantity that was estimated using the actual regime time series (for example, regime occurrence frequency, as well as SST fields regressed on this time series at various lags) was also computed using the 1000 shuffled sets of category numbers. The 95% confidence level was defined as the 95th percentile of the random values so computed, sorted in ascending order.

Acknowledgements. It is a pleasure to thank D. Kondrashov and A. W. Robertson for helpful discussions. We are also indebted to J. Willis, S. L. Marcus, and J. O. Dickey for sharing with us their insights into and interpretation of the upper-ocean heat content observations. J. Willis kindly provided the data used to produce Fig. 4 of the present paper. We are grateful to R. Scott and an anonymous reviewer for their valuable comments, which helped to improve the presentation. This research was supported by NSF grant OCE-02-221066, DOE grants DE-FG-03-01ER63260 and DE-FG02-02ER63413, as well as NASA grant NNG-06-AG66G-1 (MG & SK). PB has also been supported by the Newton Trust research grant, and SK - by the University of Wisconsin-Milwaukee Research Growth Initiative program 2006-2007.

Edited by: R. Grimshaw
Reviewed by: two anonymous referees

References


Speich, S., Dijkstra, H., and Ghi, M.: Successive bifurcations in a shallow-water model, applied to the wind-driven ocean circula-