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Motivation
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but also on the mathematical analysis of the models

thus obtained.

The hierarchical modeling approach allows one to
give proper weightto the understanding provided by the
models vs. their realism, respectively.

This approach facilitates the evaluation of forecasts
(pognostications ?) based on these models.

Back-and-forth between “foy” (conceptual) and detailed
(“realistic”) models, and between and
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- sensitivity to model formulation =>

— see below!

-'structural instability — ENSO-FDE model
- random dynamical systems — toy models

Nobel Peace Prizel!; So what’s next???




Glowzl] welrinlie) el
ISEISOIBEECONOINICAINIACES

Temperaturesinise:
. What about'impacts?
e How to adapt?™

The answer, my friend,
IS blowing In the wind,
I.e., it depends.on.the
accuracy.and reliability
of the forecast ...

Source : IPCC (2007),
AR4, WGI, SPM
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Figure SPM.5. Salid linas are multi-model giobal averages of surface warming fralative to 1980-1999) for the scenanos A2, A1B and B1,
shown as continuations of the 20th century simuiations. Shading denotas the +1 standard dewviation range of individual model annual
avarages. The orange line is for the experiment whare concentrations weare held constant at year 2000 values. The grey bars at right
indicate the bast astimate (solid line within each bar) and the likely range assessed for the six SRES marker scanarios. The assessment of
the best astimate and likely ranges in the gray bars includas the AOGCMSs in the left part of the figure, as well as rasults fom a hisrarchy
of indapandent models and obsarvational constraints. [Figuras 10.4 and 10.29)



But justthow'much?

IPCC (2007)
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Natural variability introduces additional complexity into
the anthropogenic climate change problem
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of a scalar, linear Ordinary Differential Equation (ODE)
k= Z k, — feedbacks (+ve and -ve)
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Linear response to CO, vs. observed change in T

- _ : —— Hence, we need to consider instead a system of nonlinear
Ghil, M., 2002: Natural climate variability, Partial Differential Equations (PDES), with parameters

in Encyclopedia of Global Environmental and multiplicative, as well as additive forcing

Change, T. Munn (Ed.), Vol. 1, Wiley (determ'“"’;‘;“f stochastic)
’ =N(X,t,u,p)
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Outline

- Motivation - topic and model

= ENSO and model formulation

= Results
Theoretical and numerical results

Interannual;, interdecadal and intraseasonal variability

Smoothiand sharp transitions in behavior

Spontaneous changes in mean and extremes
Multiplicity of solutions

Phase locking and Devil's staircase

- Concluding remarks

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Motivation - choice of topic

Climate models -- the most sophisticated models of natural phenomena.

Still, the range of uncertainty in responses to CO, doubling is not decreasing.

Can this be a matter of intrinsic sensitivity to model parameters and
parameterizations, similar to but distinct from sensitivity to initial data?

Dynamical systems theory has, so far, interpreted model robustness in
terms of ; it turns out that this property is not generic.

We explore the structurally unstable behavior of a toy model of ENSO

variability, the interplay between forcing and internal variability, as well as
spontaneous changes in mean and extremes.




Motivation - choice of “toy model®

Differential Delay Equations (DDE) offer an effective modeling language
as they combine simplicity of formulation with rich behavior...

To gain some intuition, compare

— ODE DDE

f'O=af@), a>0 | fO=af(t-1), a>0

The general solution is given by

oe]

The only solution is f(@)=Ce" + Zep"t (4, cos(g,) + By sin(g,1))

=1

f(t) =e” 4,,B,,C - arbitrary

, : r - the only real root of xe™ = &
I.e., exponential growth

(or decay, for a. < 0) (p, £iq,) - complex roots of xe™ =«

In particular, oscillatory solutions do exist.

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007
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Sealar dime serles et capiure ENSO variabiliy

The large-scale associated
with as originally seen in surface pressures
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Neelin (2006) Climate Modeling and Climate Change, after Berlage (1957)

The seesaw of sea-level pressures p, between
the two branches of the Walker circulation

Southern Oscillation Index (SOI) = normalized difference between
p. at Tahiti (T) and p, at Darwin (Da)



Time series of atmospheric pressure
and sea surface temperature (SST) indices
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Delay models of ENSO variability

Battisti & Hirst (1989)

dl’'/dt =-al(t-1)+T, a>0,T >0

Suarez & Schopf (1988), Battisti & Hirst (1989)

dT /dt = -oT(t-t)+T -T°

Tziperman et al. (1994)
dT /dt = —a tanh|kT(t -t,) |+ B tanh |k T (¢ -7,) |+ ¥ cos(2n¢)

l l

Atmosphere—ocean coupling Seasonal forcing
(Munnich et al., 1991)




Model formulation

% h(t) = —tanh[ih(t - ) |+ beos(2rt)

Thermocline depth deviations l

from the annual mean in the Strength of the
eastern Pacific atmosphere-ocean
coupling %

A 4
Wind-forced ocean waves
(E’'ward Kelvin, W'ward Rossby)

Seasonal-cycle forcing

\ 4
Delay due to finite wave velocity




Model parameters: %h(t) = —A[h(t -7) |+ beos(2mar)

waves (Kelvin, Rossby)

A(h) tanh(Kh) <_{ Wind-forced ocean

v

Strength of the
atmosphere-ocean coupling

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Model parameters (cont'd)

dt
The seasonal-cycle forcing has the period P

P,= (0)1=1yr,

h(t) = —A|h(t - 1) |+ bcos(2mot)

and we consider the following parameter ranges:

0<t=<2]|yr]
0<k <
O<sb=so

The initial data for our DDE are given by the constant history (warm event):

hit)=1, -t<t<0

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Model: general results

With no seasonal forcing we have ih(t) = —A[h(t — ‘L’)]

dt

For “large” delays, the solution
is asymptotically periodic,
with period 4t

For “small” delays, the solution
is asymptotically zero, as it is for
no delay (ODE case)

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Model: general results (cont'd)

... accordingly, for %h(t} = —A[l’l(t —‘L’)]+ b cos(2mawt)

For “large” delays, there are

between periodic solutions
with periods 4t and 1

For “small” delays, the solution
is asymptotically periodic

with period 1, as for the no-
delay (ODE) case

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Noteworthy scenarios (1)

“Low-h” (cold) seasons in successive years
have a period of about 5 yr in this model run.

K =4.76, T =0.66

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Noteworthy scenarios (2)

“High-h” season with period of about 4 yr;
notice the random heights of high seasons

b=1, k =100, T =0.42

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Noteworthy scenarios (3)

Bursts of intraseasonal oscillations ()
of random amplitude

Kk =500, T =0.0038

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Noteworthy scenarios (4)

Spontaneous change of

(1) long-term annual mean, and

(2) Higher/lower positive and
lower/higher negative extremes

b=1, k=10, T =045

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Critical transitions (1)

Trajectory maximum (after transient): K = 0.5

<« Smooth map

« Monotonicin b

Periodicin T

4 6
Forcing amplitude, b




Critical transitions (2)

Trajectory maximum (after transient): K =1

4 6
Forcing amplitude, b

Smooth map

No longer monotonic
in b, for large T

No longer periodic
in T, forlarge T




Critical transitions (3)

Trajectory maximum (after transient): K

Neutral curve

f(b, t) =0 appears,
above which
instabilities set in.

= Above this curve,
the maxima are no
longer monotonic in b
or periodic in 7, and
the map “crinkles” (i.e.,
it becomes “rough”)

4 6
Forcing amplitude, b




Critical transitions (4)

Trajectory maximum (after transient): K =

= The neutral curve
moves to higher
seasonal forcing b
and lower delays .

« The neutral curve
that separates rough
from smooth behavior
becomes itself crinkled
(rough, fractal?).

6
Forcing amplitude, b

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Trajectory maximum

One-delay model with £=10°

15 1.4 1.5 16 1l
Amplitude of seasonal forcing, b




Intermediate forcing and delay

13 14 15 16
Forcing amplitude, b

Maximum

1.3 14 1:5; 16
Forcing amplitude, b

‘Lkogarithm of the absolute mean value

123; 14 1:5 1.6
Forcing amplitude, b

- Mean of positive values

153; 14 1:5 i 16
- Forcing amplitude, b

M. Ghil & 1. Zaliapin, UCLA Working Meeting, August 21, 2007




Example of instability

Instability point

N+ @ > N\

Forcing amplitude, b




Concluding remarks

A with a reproduces the
documented in other ENSO models, such as nonlinear PDEs
and GCMs, as well as in observations.

The model illustrates well : seasonal forcing b,
ocean-atmosphere coupling K, and oceanic wave delay .

in mean temperature, as well as
occur, for purely periodic, seasonal forcing.

A sharp in the (b—) plane of the period
map from

The model's dynamics is governed by multiple ; location of
stable solutions in parameter space is intermittent.

The local to a particular season in the annual cycle.

We expect such , Where it is
harder to describe its causes as completely.
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So what’s it gonna be like, by 2100?

Table SPM.2. Recent trands, ssssasment of human influence on the trend and projections for extreme weasther events for which thers
2 an obsenved lste-20th cantwry trend. {Tables 3.7, 3.8, 9.4; Sections 3.8, 5.5, 8.7, 11.2-11.9}

Likelihood that trend

Likelihood of future trends

occurred in late 20th based on projections for
century (typically 21st century using

post 10960) SRES scenarios
Warmer and fewer cold
days and nights over Very Ikaly© Ly Virtually certaind
moet land areas
Warmer and more fraquent
hot days and nights over Very Wkely® Liely fnights @ Virtually certaind
moet land areas
Warm spella/heat waves,
Frequency increasss over Liely More lkely than not' Very likely
moet land areas
Heavy precipitation events.
Frequency (or proportion of
total ramfal( from heavy falls) Licely More licely than not! Very lkely
increases over most areas
Area affectad by Likedy in many
droughts increasse regions since 19708 More liely than not Likely
Intensa tropical cydons Likedy in some
activity increases regions since 1970 Mors liely than notf Likely
Increased incidence of
extrame high ssa level Liely Move likely than not'" Liely




Can dynamical systems theory help, again?

IhelUNCERAIRIIES
mightioeyntrinsic

ratherithanimere
“tuning problemss

ALL VECTOR FIELDS

If so, maybe-'-;--ma.,
stochastic structural
stability could help!

Might fit in nicely with
recent taste for

“stochastic
parameterizations”

Figure 7.5-1. The three towers of differentiable dynamics.

Tte DDS dream of structunal stability (from Abraham & Marsden, 1978)



Random Dynamical Systems -

Framework

This theory provides concepts and tools to deal rigorously with
geometric aspects of stochastic dynamical systems, including
SDEs. It provides the counterpart of the geometric theory of
ODEs.

@ RDS theory extends the notion of flows, via the concept of
cocycle that models the stochastic trajectories (paths).

@ RDS theory allows one to compare qualitative behavior
between two systems, through a rigorous definition of a
random change of variables in phase space.

@ The concept of attraction is understood in a pullback
sense, which leads to the concept of random attractor,
taking into account the random character of the forcing.

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Random Dynamical Systems -

A few details (“light")

@ Noise forcing is modeled by a stationary process;
its coupling with the underlying deterministic dynamical
system (DDS) is expressed mathematically by
the cocycle property.

@ Fiber-by-fiber view of the dynamics: each fiber
represents the phase space, parameterized by
distinct realizations of the noise.

@ A path of the stochastic process thus corresponds to a
selection of points in each fiber of the resulting bundle;
see next figure.

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Random Dynamical Systems -

dle property:
b tw)x =
It, 8(s)w) o @(s,w)z

X
w
Q

@ ¢ is a random dynamical system (RDS)

@ The cocycle property is analogous to the semi-group
property for DDS

@ O(t)(X,w) = (8(t)w, p(t,w)x) is a flow on the bundle

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Random Dynamical Systems -

Key features

@ Random attractors involve pullback attraction in a
non-autonomous system.

@ Pullback attraction does not involve running time
backwards: we perform measurements at time t in an
experiment started at time s < t long ago;
hence we assess the “attracting state" at time t.

@ For random forcing, we get a random attractor;
it represents the frozen statistics at time t,
when a long-enough history is taken into account,
and it evolves with time.

@ These geometric objects are numerically computable.

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Random Dynamical Systems -

A random attractor A(w) is both invariant and “pullback"

attracting:

(a) Invariant : ¢(t,w)A(w) = A(f(t)w).
(b) Attracting : VB C X, limi_, dist(x(t, 8(—t)w)B, A(w)) =0

almost surely

Pullback attraction to A( ®)

BiO(-1,)w)

B( 6(—1, o) {ohX

]

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil

8ok X

ol ,mA(w )=A(B(Hw )



Random Dynamical Systems -

The model

@ We consider the following perturbed Holling’s model (Mem.
Entomol. Soc. Canada, 1965):

X = (r + o&)x(a+x)(1 —x) — Cxy,
y = —ady + (C —d)xy,
where
@ X is the prey and y the predator,
@ r and d: growth rate and death rate,
e C=Cy+ @ sin(vt) is a periodic coupling parameter
that mimics a seasonally dependent hunting of x by vy,
@ o&: white noise of amplitude o,

@ «: bifurcation parameter.

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Random Dynamical Systems -

A continuum of random attractors ( ) over one period.

The trajectories are all attracted by a random point shown in black.

One period

L2




Random Dynamical Systems -

A section of the tube: the global attractor (blue), the attracting
random point on it (black ), and a single noisy trajectory (green dots)

02k

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Stochastic equivalence -

Comparison procedure of random dynamical systems

@ We now want to use these tools in order to compare two
cocycles ¢; and ¢, representing two RDSs or SDEs.

@ To be qualitatively the same, these cocycles have to exhibit
topologically the same random attractors.

@ The time-dependent character of random attractors
contrasts with the classical notion of probability density
function (PDF), which is frozen in time.

@ N.a.s.c. to be qualitatively the same is that there exist a
random change of variables that transforms ¢, into o,;
that is, ¢1 and ¢, should be stochastically equivalent.

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Stochastic equivalence -

A tool for classification: stochastic equivalence

@ Stochastic equivalence: two cocycles ¢4 (t,w) and ¢ (t,w)
are conjugated iff there exists a random
homeomorphism h of X and an invariant set
of full P-measure (w.r.t. ) such that h(w)(0) = 0 and:

p1(t,w) = h(¢9(t)<.u)_1 o po(t,w) o h(w); Q)
h is also called a cohomology of ¢, and .
It is a random change of variables!

@ Motivation: We would like to measure qualitatively, as well
as quantitatively, the difference between climate models.

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Stochastic equivalence -

As the noise tends to zero or the parametrizations are switched off,
structural instability reappears, as a “granularity" of model space.
For nonzero variance, the random attractor .A(w) associated with
several GCMs might fall into larger and larger classes,

as the noise level increases.

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



A family of toy models -

Arnol'd family of diffeomorphisms

@ We want to perform a classification in terms of
stochastic equivalence.

@ Ouir first theoretical laboratory is
the Arnol’d family of circle maps:

Xnt1 = Fac(Xn) :=Xn + Q —esin(2mx,) mod 1

LC appearing after Tlopf bif.

Yy
s

/

Poincare map

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



this family?

@ Frequency-locking phenomena & the Devil’s staircase
@ Topological classification  of the Arnol'd family {Fq . }:

e countable regions of structural stability;

@ uncountable structurally unstable systems,
with non-zero Lebesgue measure!

@ Two types of attractors:

@ periodic orbits on the circle;

e the whole circle.

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Arnol'd tongues and the Devil’'s staircase
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Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Noise effects on topological classification

1 u

Effect of the noise on the PDF of the Arnol’d tongue 1/3

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Extension of the paradigm -

The deterministic model

@ Dynamics on a 2-D torus:

Xnt1 = Xn + Q1 —esin(2my,), mod 1
Yni1 =Yn + Q —esin(2rxp) mod 1

@ Web of resonances & chaos:
- partial resonance — 4 and Q, are rational
and there is a rational relation m;Q; + m,Q, = k;
my, My, and k are integers
- full resonance and chaos, with possibly multiple attractors

@ A more realistic paradigm for dynamics observed in the
geosciences and elsewhere.

@ What is the effect of noise in such a context?

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil




A French garden near the castle of La Roche-Guyon

Michael Ghil, Mickaél D. Chekroun, Eric Simonnet, llya Zaliapin



@ coupling parameter ¢ =0.15

Mickaél Eric Simonnet, Michael Ghil



The Devil's quarry -

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Concluding remarks

@ Reduction of the attractor dimension:
lim,_odimA,(w) < dimAg as the noise intensity o — 0.

@ Stochastic parametrization = gain of structural stability
for random attractors.

@ These results hold for relevant deterministic models  that
are stochastically perturbed.

@ RDS theory offers a meaningful framework for performing
classification in stochastic modeling.

Colored-noise and lag-correlation effects
on stochastic classes.

@ Noise effects on nonhyperbolic chaos (Lorenz system,
Newhouse phenomena, Hénon map, etc.)

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Some conclusions &/or questions
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What do we know Iess well

 How does the climate system really work?
e How does natural variability interact with
anthropogenic forcing?

What to do?
e Better understand the system and its forcings.
» Better understand the effects on economy and society,
and vice-versa.
e Explore the models’, and system’s, stochastic structural stability.
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¥ ... keep today’s
climate for tomorrow?

Thought leaders
Rice, top left, spoke
of multilateralism,
while Bono, left,
demanded more
action on poverty.
Presidents Karzai
and Musharraf,
right, both face
troubles at home

Agitator Gore

¥ Feed the world today

O r compact to tackle
mEE climate change

and poverty

Davos, Feb. 2008, photos by TIME Magazine, 11 Feb. ‘08;
see also Hillerbrand & Ghil, Physica D, 2008, in press.
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CONCEPTUAL MODEL of Earth System process operating on timescales of decades to centuries
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Earth System Science Overview, NASA Advisory Council, 1986




Climate models (atmospheric & coupled) : A classification
o« Temporal

= stationary, (quasi-)equilibrium
= transient, climate variability

« Space Qfg' | -

- latitudinal
= 2-D

* horizontal

- meridional plane
= 3-D, GCMs (General Circulation Model)

* horizontal

- meridional plane
= Simple and intermediate 2-D & 3-D models

= Partial

 unidirectional

- asynchronous, hybrid
= Full

Hierarchy: from the simplest to the most elaborate,
iterative comparison with the observational data



Composite spectrum of climate variability

1. High frequencies — white (or “colored’’) noise
. 2. Low frequencies — slow (“adiabatic”) evolution of parameters
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Indicators of the human influence on the atmosphere
G ﬂ% during the Industrial Era
[~ (a) Global atmospheric concentrations of three well mixed
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The “hockey stick” & beyond

2 SURFACE TEMPERATURE RECONSTRUCTIONS FOR THE LAST 2,000 YEARS
WI@ OCKEVASIICKS

——Berehols temparatures (Huang ot of. 2000)  ——Glacier langths (Oerlamans 200€b)
——Mukiproxy (Mann and Jones 200Ca) —— Multiproxy (Mcbarg ot ol. 2005a)
—Mubiproxy (Hagerl et al 2008) —Tree rings (Esper et of. 2002a)
—Inatrumantal racced (Jonas et al 2001)

of much more detailed
and reliable knowledge.
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National Research Council, 2006:
Surface Temperature Reconstructions

FOI’. the it 2000_ redrs: FIGURE S-1 Smoothed reconstructions of large-scale (Northern Hemisphere mean or global
National Academies Press, mean) surface temperature variations from six different research teams are shown along with

: the instrumental record of global mean surface temperature. Each curve portrays a somewhat
WaShmgton’ DC, 144 PP. different history of temperature variations and is subject to a somewhat different set of uncer-
http://www.nap.edu/openbook.php? taintics that generally increase going backward in time (as indicated by the gray shading). This

- - set of reconstructions conveys a qualitatively consistent picture of temperature changes over the
record_id=11676&page=2 last 1,100 years and especially over the last 400, See Figure O-5 for details about each curve.
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T, and GHGs over 400 kyr

4 glacial cycles recorded in the Vostok ice core
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CHANGE J.R. Petit et al., Nature, 399, 429-36, 1999. PAST GIOBAL CHANGES

The same lead—lag nelations ane appancut oven these & glacial cycles . ..




Sun-Climate Relations

Climatoloa\' SuEB]ement

Nature 276, 343 - 352 (23 November 1978); doi:10.1038/276348a0

O

It ain’t new:

ol
Solar—terrestrial influences on weather and climate |

GEORGE L. SISCOE
Department of Aimospheric Sclences, University of Califomia, Los Angeles, Callfornia 90024

During the past century over 1,000 articles have been published claiming or
refuting a correlation between some aspect of solar activity and some feature
of terrestrial weather or climate. Nevertheless, the sense of progress that
should attend such an outpouring of 'results' has been absent for most of this
period. The problem all along has been to separate a suspected Sun—weather
Re UireS signal from the characteristically noisy background of both systems. The
g present decade may be witnessing the first evidence of progress in this field.
serious study @0)i Three independent investigations have revealed what seem to be well resolved
solar phySiCS Sun—weather signals, although it is still too early to have unreserved
. confidence in all cases. The three correlations are between terrestrial climate
and Maunder Minimum-type solar activity variations, a regional drought
cycle and the 22-yr solar magnetic cycle, and winter hemisphere atmospheric
circulation and passages by the Earth of solar sector boundaries in the solar
wind. The apparent emergence of clear Sun—weather signals stimulated
numerous searches for underlying physical causal links.




Examples

Period 4

No period

riod 1 (simple)

M. Ghil & I. Zaliapin, UCLA Working Meeting, August 21, 2007




Existence, uniqueness, continuous dependence

% = —tanh[rch(t —r)]+ bcos(2mt), t=0 (1)

ht) = @), t€[-,0) (2)

Theorem

The IVP (1-2) has a unique solution on [0, ) for any set (k,b,T,).
This solution depends continuously on initial data ¢(z), delay ,

and the rhs of (1) (in an appropriate norm).

Corollary

A in solution profile indicates existence of an
that separates attractor basins of two stable ones.




Resonances and random attractors

@ The web of resonances is nonlinearly altered;
it is linked with stochastic normal form theory.

@ This web lives in a sea of "chaos + noise."
@ A random attractor computed in a partial-resonance tube:
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Random attractor

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Synchronization in the Arnol'd family

@ Sample trajectories for different initial data
and a single noise realization w:
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Conclusion: Noise transforms the deterministic 1-D attractor
to a random fixed-point attractor (0-D)!

Mickaél D. Chekroun, Eric Simonnet, Michael Ghil



Extreme Events:
Causes and Consequences
(E2-C2)

® EC-funded project bringing together
researchers in mathematics, physics,
environmental and socio-economic
sciences.

® €1.5M over three years (March 2005—Feb.
2008).

® Coordinating institute: Ecole Normale
Supérieure.

® 17 ‘partners’ in 9 countries.

@ 72 scientists + 17 postdocs/postgrads.

® PEB: M. Ghil (ENS, Paris, P.1.),
S. Hallegatte (CIRED), B. Malamud (KCL,
London), A. Soloviev (MITPAN,Moscow),
P. Yiou (LSCE, Gif s/Yvette, Co-P.1.)
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