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Outline

• spectral analyses of the SODA reanalysis SST field in two regions along the 
Gulf Stream front, 1958-2007

‣  prominent and statistically significant interannual oscillations

• mechanistic model of atmospheric response to SST fronts

‣ marine ABL + QG free atmosphere

• atmospheric model response to SODA monthly history

‣ two extreme states of the atmospheric simulations 

• eastward extension of the westerly jet associated with the front

• quiescent state of very weak flow

‣ similar interannual periodicities to those found in SST



http://www.cpc.noaa.gov

The North Atlantic Oscillation and our weather ...

... and hopes for “near-term” decadal climate prediction?
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Simple models of the ocean gyres and eddies

Satellite image of the sea surface 
temperature (SST)
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Fig. 2. A map of the main oceanic currents: warm currents in red and cold ones
in blue, from http://www.physicalgeography.net..

these uncertainties. Much of the material in the latter section
is new; it is supplemented by rigorous mathematical definitions
and results in Appendices A and B. A summary and an outlook
on future work follow in Section 4.

2. Natural variability of the wind-driven ocean circulation

2.1. Observations

To a first approximation, the main near-surface currents
in the oceans are driven by the mean effect of the winds.
The trade winds near the equator blow mainly from east
to west and are called also the tropical easterlies. In mid-
latitudes, the dominant winds are the prevailing westerlies, and
towards the poles the winds are easterly again. Three of the
strongest near-surface, mid-and-high-latitude currents are the
Antarctic Circumpolar Current, the Gulf Stream in the North
Atlantic, and the Kuroshio Extension off Japan. The Antarctic
Circumpolar Current, sometimes called the Westwind Drift,
circles eastward around Antarctica; see Fig. 2.

The Gulf Stream is an oceanic jet with a strong influence on
the climate of eastern North America and of western Europe.
Actually, the Gulf Stream is part of a larger, gyre-like current
system, which includes the North Atlantic Drift, the Canary
Current and the North Equatorial Current. It is also coupled
with the pole-to-pole overturning circulation. From Mexico’s
Yucatan Peninsula, the Gulf Stream flows north through the
Florida Straits and along the East Coast of the United States.
Near Cape Hatteras, it detaches from the coast and begins to
drift off into the North Atlantic towards the Grand Banks near
Newfoundland.

The Coriolis force is responsible for the so-called
Ekman transport, which deflects water masses orthogonally
to the near-surface wind direction and to the right [21–
23]. In the North Atlantic, this Ekman transport creates a
divergence and a convergence of near-surface water masses,
respectively, resulting in the formation of two oceanic gyres:
a smaller, cyclonic one in subpolar latitudes, the other larger
and anticyclonic in the subtropics. This type of double-

gyre circulation characterizes all mid-latitude ocean basins,
including the South Atlantic, as well as the North and South
Pacific.

The double-gyre circulation is intensified as the currents
approach the East Coast of North America due to the β-effect.

Fig. 3. A satellite image of the sea surface temperature (SST) over
the northwestern North Atlantic (US National Oceanic and Atmospheric
Administration), together with a sketch of the associated double-gyre
circulation (white arrows). An idealized view of the amount of potential
vorticity injected into the ocean circulation by the trade winds, westerlies and
polar easterlies is shown to the right.

This effect arises primarily from the variation of the Coriolis
force with latitude, while the oceans’ bottom topography also
contributes to it. The former, planetary β-effect is of crucial
importance in geophysical flows and induces free Rossby waves
propagating westward [21–23].

The currents along the western shores of the North
Atlantic and of the other mid-latitude ocean basins exhibit
boundary-layer characteristics and are commonly called
western boundary currents (WBCs). The northward-flowing
Gulf Stream and the southward-flowing Labrador Current
extension meet near Cape Hatteras and yield a strong eastward
jet. The formation of this jet and of the intense recirculation
vortices near the western boundary, to either side of the jet, is
mostly driven by internal, nonlinear effects.

Fig. 3 illustrates how these large-scale wind-driven oceanic
flows self-organize, as well as the resulting eastward jet.
Different spatial and time scales contribute to this self-
organization, mesoscales eddies playing the role of the
synoptic-scale systems in the atmosphere. Warm and cold rings
last for several months up to a year and have a size of about
100 km; two cold rings are clearly visible in Fig. 3. Meanders
involve larger spatial scales, up to 1000 km, and are associated
with interannual variability. The characteristic scale of the jet
and gyres is of several thousand kilometers and they exhibit
their own intrinsic dynamics on time scales of several years to
possibly several decades.

A striking feature of the wind-driven circulation is the
existence of two well-known North-Atlantic oscillations, with
a period of about 7 and 14 years, respectively. Data analysis
of various climatic variables, such as sea surface temperature
(SST) over the North Atlantic or sea level pressure (SLP) over
western Europe [24–26] and local surface air temperatures in
Central England [27], as well as of proxy records, such as tree
rings in Britain, travertine concretions in southeastern France
[28], and Nile floods over the last millennium or so [29], all
exhibit strikingly robust oscillatory behavior with a 7-yr period

(NOAA)
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Fig. 4. Generic bifurcation diagram for the barotropic QG model of the double-
gyre problem: the asymmetry of the solution is plotted versus the intensity of
the wind stress τ . The streamfunction field is plotted for a steady-state solution
associated with each of the three branches; positive values in red and negative
ones in blue (after [46]).

These modes always appear after the first pitchfork
bifurcation, and it took several years to really understand their
genesis: gyre modes arise as two eigenvalues merge — one
is associated with a symmetric eigenfunction and responsible
for the pitchfork bifurcation, the other is associated with an
antisymmetric eigenfunction [39]; this merging is marked by
M in Fig. 4.

Such a phenomenon is not a bifurcation stricto sensu: one
has topological C0 equivalence before and after the eigenvalue
merging, but not from the C1 point of view. We recall
here that functions are Ck if they and their inverses are k
times continuously differentiable. Still, this phenomenon is
quite common in small-dimensional dynamical systems with
symmetry, as exemplified by the unfolding of codimension-2
bifurcations of Bogdanov-Takens type [19]. In particular, the
fact that gyre modes trigger the lowest-frequency of the model
is due to the frequency of these modes growing quadratically
from zero until nonlinear saturation. Of course, these modes, in
turn, become unstable shortly after the merging, through a Hopf
bifurcation, indicated by “Hopf” in Fig. 4.

2.3.3. Global bifurcations
The importance of these gyre modes was further confirmed

recently through an even more puzzling discovery. Several

authors realized, independently of each other, that the low-
frequency dynamics of their respective double-gyre models
was driven by intense relaxation oscillations of the jet [40–
46]. These relaxation oscillations, already described in [32,
35], were now attributed to homoclinic bifurcations, with a
global character in phase space [19,22]. In effect, the QG model
reviewed here undergoes a genuine homoclinic bifurcation (see
Fig. 4), which is generic across the full hierarchy of double-gyre
models. Moreover, this global bifurcation is associated with
chaotic behavior of the flow due to the Shilnikov phenomenon
[43,46], which induces horseshoes in phase space.

The connection between such homoclinic bifurcations and
gyre modes was not immediately obvious, but Simonnet
et al. [46] emphasized that the two were part of a single, global
dynamical phenomenon. The homoclinic bifurcation indeed
results from the unfolding of the gyre modes’ limit cycles.
This familiar dynamical scenario is again well illustrated by the
unfolding of a codimension-2 Bogdanov-Takens bifurcation,
where the homoclinic orbits emerge naturally. We deal, once
more, with the lowest-frequency modes, since homoclinic
orbits have an infinite period. Due to the genericity of this
phenomenon, it was natural to hypothesize that the gyre-mode
mechanism, in this broader, global-bifurcation context, gave
rise to the observed 7-yr and 14-yr North-Atlantic oscillations.
Although this hypothesis may appear a little farfetched, in view
of the simplicity of the double-gyre models analyzed in detail
so far, it poses an interesting question.

2.3.4. Quantization and open questions
The chaotic dynamics observed in the QG models after

the homoclinic bifurcation is eventually destroyed as the
nonlinearity and the resolution both increase. As one expects
the real oceans to be in a far more turbulent regime than those
studied so far, some authors proposed different mechanisms for
low-frequency variability in fully turbulent flow regimes [47,
48]. It turns out, though, that – just as gyre modes could be
reconciled with homoclinic-driven dynamics, – the latter can
also be reconciled with eddy-driven dynamics, via the so-called
quantization of the low-frequency dynamics [49].

Primeau [50] showed that, in large basins comparable
in size with the North Atlantic, there is not only one but
a set of successive pitchfork bifurcations. One supercritical
pitchfork bifurcation, associated with the destabilization of
antisymmetric flows, is followed generically by a subcritical
one, associated this time with a stabilization of antisymmetric
flows (modulo high-frequency instabilities) [49]. As a matter
of fact, this phenomenon appears to be a consequence of the
spectral behavior of the 2-D Euler equations [51], and hence of
the closely related barotropic QG model in bounded domains.

Remarkably, this scenario repeats itself as the nonlinearity
increases, but now higher wavenumbers are involved in
physical space. Simonnet [49] showed that this was also
the case for gyre modes and the corresponding dynamics
induced by global bifurcations: the low-frequency dynamics
is quantized as the jet stream extends further eastward into
the basin, due to the increased forcing and nonlinearity.
Fig. 5 illustrates this situation: two families of regimes can

Bifurcation diagram for the barotropic 
QG model of the double-gyre problem

Ghil, Checkroun, Simonnet (2008)
Jiang, Jin and Ghil  (1995)

... could the ocean be driving the NAO through oscillations in the Gulf  Stream SST front? 



spectral analyses of the SODA

•  SST (–5m), 1958-2007, 
monthly, 0.5o (SODA v2.0.2-4), 
Cape Hatteras and Great Banks 
regions analyzed separately

• annual cycle removed using 12-
month running average

• multi-channel singular 
spectrum analysis (MSSA) of 
gridded SST 

• statistical significance 
assessed against red noise 
null-hypothesis
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Fig. 1: Mean SST in the North Atlantic between 15N-65N and 85W-0W. The heavy lines are 

the land boundaries.  

 

 

Fig. 2: Mean SSH in the North Atlantic between 15N-65N and 85W-0W. 

 

 

CHR: 34N–43.50N, 75W–60W
GBR: 42N–50N, 55W–35W



Cape Hatteras SST Spectrum
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Fig. 1: Mean SST in the North Atlantic between 15N-65N and 85W-0W. The heavy lines are 

the land boundaries.  

 

 

Fig. 2: Mean SSH in the North Atlantic between 15N-65N and 85W-0W. 

 

 

95% conf interval
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Fig. 5: Spectral analysis of the SST time series, in CHR, of Monte Carlo MSSA (MC-MSSA) 

spectrum computed with a window width of M = 150 months; the variance of each mode in the 

data is in black square, while lower and upper ticks on the error bars indicate the 5th and 95th 

percentiles of a red-noise process constructed from a surrogate data ensemble of 100 series, 

each with the same variance and lag-one autocorrelation as the original record. The surrogate 

time series (Allen and Smith, 1996) were produced by projecting the first 10 principal 

components of the MSSA analysis onto the basis vectors of a red-noise process, with M = 150 

years. 

 

  

MSSA Power spectrum

(M = 150 months)
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Fig. 6: The reconstructed 8.5-year oscillatory mode as a function of time, at the point (74W, 

37N) where its amplitude in CHR is maximal; raw data shown as the solid line, and RC(3,4), 

which captures the oscillation, as the dashed line. 

 

8.5-yr compt at (74W, 37N)

95% conf interval



Phase composites of 8.5-yr mode 
Cape Hatteras SST
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Fig. 7: Composites of the 8.5-year mode of SST in CHR, in eight phase categories are displayed 

clockwise around this central panel. These composites are based on the M-SSA pair (3,4), 

which captures 13% of the total variance (positive contours solid, negative ones dashed); the 

contour interval here is C. The mean SST (central panel) has contour interval of C.

  

 

• large scale meander 
of front 

• 5.2 and 3.8-yr 
modes exhibit similar 
structure
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Fig. 9: Spectral analysis of the SST time series, in GBR, of Monte Carlo MSSA (MC-MSSA) 

spectrum computed with a window width of M = 150 months; the variance of each mode in the 

data is in black square, while lower and upper ticks on the error bars indicate the 5th and 95th 

percentiles of a red-noise process constructed from a surrogate data ensemble of 100 series, 

each with the same variance and lag-one autocorrelation as the original record. The surrogate 

time series (Allen and Smith, 1996) were produced by projecting the first 10 principal 

components of the MSSA analysis onto the basis vectors of a red-noise process, with M = 150 

years. 

 

Grand Banks Region SST spectrum
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Fig. 1: Mean SST in the North Atlantic between 15N-65N and 85W-0W. The heavy lines are 

the land boundaries.  

 

 

Fig. 2: Mean SSH in the North Atlantic between 15N-65N and 85W-0W. 

 

 

MSSA Power spectrum

95% conf interval

(M = 150 months, 
detrended)
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Fig. 10: The reconstructed SST 10.5-year oscillatory mode as a function of time, at the point 

(47W, 44N) where its amplitude is maximal in GBR; raw data shown as the solid line, and 

RC(1,2), which captures the oscillation, as the dashed line. 

 

10.5-yr compt at (47W, 44N)

• extension/contraction of the current 

• 5.7 and 3.2-yr modes exhibit similar 
structure



Atmospheric model

A further motivation of our work is to provide a
clearer understanding of the links between the Gulf
Stream position and strength, on the one hand, and the
North Atlantic Oscillation (NAO; Hurrell 1995; Hurrell
et al. 2003) and the frequency distribution of weather
regimes (Kimoto and Ghil 1993a,b; Plaut and Vautard
1994; Robertson et al. 2000) over the North Atlantic–
European sector, on the other. These links, however,
will have to be pursued further elsewhere, given the
highly idealized character of the models used by F04
and here.

In section 2, the baroclinic QG model of the free
atmosphere is described. In section 3, we study the
model’s instabilities, and the LFV and ultralow LFV to
which they give rise. In section 4, we summarize and
discuss these results.

2. The atmospheric model

We consider an atmospheric model composed of a
steady, analytical AMBL and a time-dependent, QG
baroclinic model for the free atmosphere above it. The
AMBL was described in details in F04. We present here
the baroclinic model for the free atmosphere.

This QG model has two modes in the vertical and the
model equations are nondimensionalized by the follow-
ing characteristic scales:

X, Y ! L; Z ! H; Ti ! L"V; # ! VL; T ! T*. !1"

Here, L is the horizontal length scale across the front,
H is the vertical scale of the free atmosphere, Ti is the
advective time scale, V scales the wind speed in the
cross-front direction, and the (nondimensional) tem-
perature T scales like the oceanic frontal strength T*.
In our experiments, T* will be varied; as seen later, this
is equivalent to varying the SST gradient of the thermal
front. The appropriate scales are listed in Table 1, along
with the main physical parameters.

The nondimensional PV equation with this scaling is

$q
$t

# %
$#

$x
# J!#, q" $ rH&4#, !2"

where wa is the vertical velocity in the free atmosphere
(Pedlosky 1987; Holton 1992).

The relative PV is given by

q % &2# #
$

$z !1
S

$#

$z" !3"

and the nondimensional parameters S, &, and rH by

S $
N2H2

f 2L2 , % $ %0

L2

V
, rH $

EH

2'
$

KH

VL
; !4"

S is the mean Burger number, &0 is the meridional gra-
dient of f, N $ N(z) is the Brunt–Väisälä frequency, KH

is the dimensional horizontal diffusion coefficient, ' $
V/fL is the Rossby number, based on the cross-frontal
speed V, and EH $ 2KH/fL2 is the horizontal Ekman
number. We shall also use the Froude number Fr $
V(gHET*/(0))1/2 of the AMBL, where (0 is the (dimen-
sional) reference value of the virtual potential tempera-
ture. The height of the AMBL is HE $ *(2k0/f )1/2,
where k0 is the turbulent eddy coefficient in the vertical
direction (see F04 for further details).

Along the meridional boundaries, we impose free-
slip + $ q $ 0, while in the zonal direction we use the
open boundary condition of Charney et al. (1950); that
is, the vorticity is specified in the inflow points and the
streamfunction is specified everywhere. Following F04,
the lower boundary condition for the free atmosphere
at z $ 0 is

H
Ha

d
dt # $

$z !1
S

$#

$z"$$
H
Ha

wa!x, y, z $ 0, t"

$ (&2# ) )&2T, !5"

where Ha is the height of the free atmosphere, nondi-
mensionalized in Eq. (5) by H. The vertical velocity wa

has, therewith, two components: one is due to the geo-
strophic flow above the AMBL, called in F04 the me-
chanical component; the other is due to the wind in-
duced in the AMBL by the oceanic thermal front and
called the thermal component.

The nondimensional constant

) $
1

2* !1 )
1

2*" gHE
2

HaV2

T*
+0

$
1

2* !1 )
1

2*" HE

Ha

1

Fr
2

!6"

TABLE 1. Characteristic scales and reference values for the
atmospheric model.

L (km) 50
H (km) 10
Ha (km) 10
HE (km) 0.8
Ti (day) 0.58
V (m s)1) 1
&0 (m)1 s)1) 1.8 , 10)11

k0 (m2 s)1) 3.3
KH (m2 s)1) 102

f (s)1) 10)4

g (m s )2) 9.81
(0 (K) 300
-0 (g cm)3) 10)3

L/.1 (km) 575
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A further motivation of our work is to provide a
clearer understanding of the links between the Gulf
Stream position and strength, on the one hand, and the
North Atlantic Oscillation (NAO; Hurrell 1995; Hurrell
et al. 2003) and the frequency distribution of weather
regimes (Kimoto and Ghil 1993a,b; Plaut and Vautard
1994; Robertson et al. 2000) over the North Atlantic–
European sector, on the other. These links, however,
will have to be pursued further elsewhere, given the
highly idealized character of the models used by F04
and here.

In section 2, the baroclinic QG model of the free
atmosphere is described. In section 3, we study the
model’s instabilities, and the LFV and ultralow LFV to
which they give rise. In section 4, we summarize and
discuss these results.

2. The atmospheric model

We consider an atmospheric model composed of a
steady, analytical AMBL and a time-dependent, QG
baroclinic model for the free atmosphere above it. The
AMBL was described in details in F04. We present here
the baroclinic model for the free atmosphere.

This QG model has two modes in the vertical and the
model equations are nondimensionalized by the follow-
ing characteristic scales:
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H is the vertical scale of the free atmosphere, Ti is the
advective time scale, V scales the wind speed in the
cross-front direction, and the (nondimensional) tem-
perature T scales like the oceanic frontal strength T*.
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sional) reference value of the virtual potential tempera-
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where k0 is the turbulent eddy coefficient in the vertical
direction (see F04 for further details).

Along the meridional boundaries, we impose free-
slip + $ q $ 0, while in the zonal direction we use the
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QG Potential Vorticity eqn:

A further motivation of our work is to provide a
clearer understanding of the links between the Gulf
Stream position and strength, on the one hand, and the
North Atlantic Oscillation (NAO; Hurrell 1995; Hurrell
et al. 2003) and the frequency distribution of weather
regimes (Kimoto and Ghil 1993a,b; Plaut and Vautard
1994; Robertson et al. 2000) over the North Atlantic–
European sector, on the other. These links, however,
will have to be pursued further elsewhere, given the
highly idealized character of the models used by F04
and here.

In section 2, the baroclinic QG model of the free
atmosphere is described. In section 3, we study the
model’s instabilities, and the LFV and ultralow LFV to
which they give rise. In section 4, we summarize and
discuss these results.

2. The atmospheric model

We consider an atmospheric model composed of a
steady, analytical AMBL and a time-dependent, QG
baroclinic model for the free atmosphere above it. The
AMBL was described in details in F04. We present here
the baroclinic model for the free atmosphere.

This QG model has two modes in the vertical and the
model equations are nondimensionalized by the follow-
ing characteristic scales:

X, Y ! L; Z ! H; Ti ! L"V; # ! VL; T ! T*. !1"

Here, L is the horizontal length scale across the front,
H is the vertical scale of the free atmosphere, Ti is the
advective time scale, V scales the wind speed in the
cross-front direction, and the (nondimensional) tem-
perature T scales like the oceanic frontal strength T*.
In our experiments, T* will be varied; as seen later, this
is equivalent to varying the SST gradient of the thermal
front. The appropriate scales are listed in Table 1, along
with the main physical parameters.

The nondimensional PV equation with this scaling is

$q
$t

# %
$#

$x
# J!#, q" $ rH&4#, !2"

where wa is the vertical velocity in the free atmosphere
(Pedlosky 1987; Holton 1992).

The relative PV is given by
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and the nondimensional parameters S, &, and rH by
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S is the mean Burger number, &0 is the meridional gra-
dient of f, N $ N(z) is the Brunt–Väisälä frequency, KH

is the dimensional horizontal diffusion coefficient, ' $
V/fL is the Rossby number, based on the cross-frontal
speed V, and EH $ 2KH/fL2 is the horizontal Ekman
number. We shall also use the Froude number Fr $
V(gHET*/(0))1/2 of the AMBL, where (0 is the (dimen-
sional) reference value of the virtual potential tempera-
ture. The height of the AMBL is HE $ *(2k0/f )1/2,
where k0 is the turbulent eddy coefficient in the vertical
direction (see F04 for further details).

Along the meridional boundaries, we impose free-
slip + $ q $ 0, while in the zonal direction we use the
open boundary condition of Charney et al. (1950); that
is, the vorticity is specified in the inflow points and the
streamfunction is specified everywhere. Following F04,
the lower boundary condition for the free atmosphere
at z $ 0 is

H
Ha

d
dt # $

$z !1
S

$#

$z"$$
H
Ha

wa!x, y, z $ 0, t"

$ (&2# ) )&2T, !5"

where Ha is the height of the free atmosphere, nondi-
mensionalized in Eq. (5) by H. The vertical velocity wa

has, therewith, two components: one is due to the geo-
strophic flow above the AMBL, called in F04 the me-
chanical component; the other is due to the wind in-
duced in the AMBL by the oceanic thermal front and
called the thermal component.

The nondimensional constant

) $
1

2* !1 )
1

2*" gHE
2

HaV2

T*
+0

$
1

2* !1 )
1

2*" HE

Ha

1

Fr
2

!6"

TABLE 1. Characteristic scales and reference values for the
atmospheric model.

L (km) 50
H (km) 10
Ha (km) 10
HE (km) 0.8
Ti (day) 0.58
V (m s)1) 1
&0 (m)1 s)1) 1.8 , 10)11

k0 (m2 s)1) 3.3
KH (m2 s)1) 102

f (s)1) 10)4

g (m s )2) 9.81
(0 (K) 300
-0 (g cm)3) 10)3

L/.1 (km) 575
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Lower boundary condition:
!! A quasi-geostrophic (QG) atmospheric model in a periodic !-channel, first  

 barotropic (Feliks et al., JAS, 2004; FGS’04), then baroclinic (FGS’07). 

!! Marine atmospheric boundary layer (ABL), analytical solution. 

!! Forcing by idealized oceanic SST front. 

•!AMBL 

•!H2 

•!H1 

A quasi-geostrophic (QG) 
atmospheric model in a 
periodic β-channel, first 
barotropic (Feliks et al., 

2004; FGS’04), then 
baroclinic (FGS’07). Marine 
atmospheric boundary layer 

(ABL), analytical solution. ∆x=∆y=50km

Atmospheric boundary layer model:
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familiar from general boundary layer theory, as in the
classical Blasius solution of flow over a plate (Schlicht-
ing and Gersten 1999). The second component is due
to the thermal oceanic front and it is a function of z.
The linear equations of motion in the AMBL are

2� u 1 �p
k � f � � � 0, (4a)0 2�z � �x0

2� � 1 �p
k � fu � � 0. (4b)0 2�z � �y0

The boundary conditions are
u � � � 0 at z � 0,
u � u , � � � as z ! �. (5)G G

At the top of the AMBL, we also need a condition that
assures the continuity of the momentum flux at z � HE,
since �/�z(�p/�x, �p/�y) in Eqs. (3a) and (3b) is discon-
tinuous at HE. The appropriate conditions are

u � u , � � � ,� � � �

�u �u �� ��
k � k , k � k , (6)0 0 0 0�z �z �z �z� � � �

where the subscripts � and � stand for the limits from
above and below z � HE.
The closed-form, analytical solution to Eqs. (4a) and

(4b) in the AMBL, using Eq. (3), the boundary and
continuity conditions (5) and (6), and geostrophic bal-
ance in the free atmosphere, is

g �T �z �z g �T �z �T �z
��z /H ��z /HE Eu(z) � u � (H � z) � e u cos � � sin � e H sin � cosG E G G E� � � � � � � �[ ] [ ]f � �y H H f � �x H �y H0 E E 0 E E

g H �T �T �z �T �T �zE �z /H ��z /H �z /H ��z /HE E E E� (e � e ) � cos � (e � e ) � sin ,
� � � � � � � � �[ ]f � 4�e �x �y H �x �y H0 E E

g �T �z �z g �T �z �T �z
��z /H ��z /HE E�(z) � � � (H � z) � e u sin � � cos � e H cos � sinG E G G E� � � � � � � �[ ] [ ]f � �x H H f � �x H �y H0 E E 0 E E

g H �T �T �z �T �T �zE �z /H ��z /H �z /H ��z /HE E E E� (e � e ) � cos � (e � e ) � sin , (7)
� � � � � � � � �[ ]f � 4�e �x �y H �x �y H0 E E

where we have assumed that �(x, y, z, t) � T(x, y).
Given u and � throughout the AMBL, we obtain the

vertical velocity at its top by integrating the continuity
equation:

HE �u ��
w(H ) � � � dzE � � ��x �y0

HE ��� � (1 � e )G2�

2 ��gH 1 1 eE 2 ��� � T 1 � � e 1 � � ;� �[ ]2� f � 2� � 2�0

(8)

here

�� �uG G� � �G �x �y

is the vorticity of the geostrophic wind at z � HE, and
�2T � (�2/�x2 � �2/�y2)T is the Laplacian of the SST
field. Thus, the vertical velocity at the top of the AMBL
can be approximated by

H gH 1E E 2w(H ) � � � 1 � � T . (9)E G � �[ ]2� f � 2�0

This vertical velocity has two components, one due
to the geostrophic flow above the AMBL that we call
the mechanical component, the other due to the wind
induced in the AMBL by the oceanic thermal front that
we call the thermal component. For cyclonic flow in the
free atmosphere the geostrophic component has a pos-
itive sign and for anticyclonic flow a negative one. For
an anomaly field that varies like an eigenfunction of the
Laplacian (for instance a sinusoid in the zonal direction),
the thermal component has a positive sign over warm
water (i.e., near an SST maximum) and a negative one
over cold water (near an SST minimum). Since these
two terms tend to cancel each other (see below, section
3b), one will predominantly find cyclonic flow over cold
water and anticyclonic flow over warm water, as ex-
pected.

b. The QG model in the free atmosphere
In the free atmosphere above the AMBL, we use a

quasigeostrophic (QG) model with a single, equivalent-
barotropic mode in the vertical. This mode is described

1 MAY 2004 963F E L I K S E T A L .

TABLE 1. Characteristic scales and reference values for the
atmospheric model.

Parameter Value

L (km)
H (km)
Ha (km)
HE (km)
Ti (day)

50
10
7.8
0.81
0.58

V (m s�1)
�0 (m�1 s�1)
k0 (m2 s�1)
KH (m2 s�1)
f (s�1)

1
1.8 � 10�11

3.3
102
10�4

g (m s�2)
�0 (K)
�0 (g cm�3)
�
�

9.81
300
10�3

0.2
0.045

Fr

EH

�
�

0.0112
8.0 � 10�4

110.43
0.086

return to a discussion of the broader context in our con-
cluding section.
In section 2 the atmospheric model is described. Sec-

tion 3 deals with an approximate steady-state circula-
tion, while in section 4, we study its instabilities and
the LFV so obtained. In section 5, we summarize and
discuss these results and their possible implications for
the study of atmospheric variability induced by SST
fronts.

2. The atmospheric model

The atmospheric model we use is composed of a
steady-state analytical AMBL and a time-dependent nu-
merical model for the free atmosphere above it. These
two models are presented in the next two sections.

a. The atmospheric marine boundary layer model

The AMBL takes only several hours to adjust to the
large-scale environmental conditions. This relaxation
time is much shorter than the characteristic atmospheric
and oceanic times, of weeks to years, in which we are
interested here. We assume, therefore, that the AMBL
is in instantaneous equilibrium with the oceanic front’s
SST field (Sweet et al. 1981), whether the latter itself
is steady or slowly varying. In the present section 2a
and throughout sections 3, 4a, and 4b, we take the SST
anomaly field to be steady, T � T(x, y), while in the
section 4c it will be periodic, T � T(x, y, t) � T(x, y,
t � P), with period P longer than a year. Thus, we shall
take the perturbation � in the AMBL’s virtual potential
temperature, at height z � 0, to equal T throughout this
paper.
In the AMBL’s frontal region the cold air from the

north blows southward across the front, and results in
a well-mixed AMBL. This yields an almost constant
profile of the virtual potential temperature throughout
the mixed layer, up to its height HE, with �(z) � �(0)
� T.
The pressure perturbation in the AMBL, at an arbi-

trary horizontal location (x, y), is thus found from the
hydrostatic equation, combined with the equation of
state:

1 �p g� g�
� � � . (1)

� �z � �0 0 0

Integrating Eq. (1) from an arbitrary height z within the
AMBL to its top HE yields

HEp(z) p(H ) gE� � �(s) ds�� � �0 0 0 z

p(H ) gE� � (H � z)�. (2)E� �0 0

Here, � is the perturbation density, with �0 its reference
value, and �0 that of �, while g is the acceleration of

gravity, and f is the Coriolis parameter at a central
latitude.
The height HE of the AMBL is given by HE � �(2k0/

f )1/2, where k0 is the turbulent eddy diffusion coefficient
in the vertical direction (Holton 1992), and p(HE) is the
pressure perturbation at the top of AMBL. We neglect
herewith the difference in height between the top of the
AMBL over the cold and the warm side of the front.
This difference is small near the SST front since the
cold air flows over the warm water; as a result, the
atmospheric column is destabilized, yielding a thick
AMBL over the cold side of the oceanic front too. The
difference will only be large far away from the SST
front, and we plan to take this difference into account
in future work (see section 5c).
The horizontal gradient of the pressure perturbation

is given by

1 �p 1 � g ��
� p(H ) � (H � z) , (3a)E E� �x � �x � �x0 0 0

1 �p 1 � g ��
� p(H ) � (H � z) . (3b)E E� �y � �y � �y0 0 0

The appropriate physical parameters are listed in Table
1. In this section, the variables are dimensional unless
explicitly stated otherwise.
The pressure gradient in (3) has two components. One

is due to the geostrophic wind in the free atmosphere
at the top of the AMBL, that is,

1 �p(H )Ef � � ,G � �x0

1 �p(H )Efu � � ,G � �y0

and is independent of z; this is essentially the component

constant-depth, well-
mixed moist boundary 
layer in equilibrium with 
the underlying SST field



Response to an idealized SST front

SST front. They studied the flow induced by an east–
west-oriented SST front of finite zonal extent (see Fig.
1) in a highly idealized model of the midlatitude atmo-
sphere. A very simple, linear model of the AMBL was
coupled to a quasigeostrophic (QG), equivalent-
barotropic nonlinear model of the free atmosphere.

The extreme simplicity of the model allowed us to
focus on a previously neglected, but potentially impor-
tant effect of such an SST front, namely the role of
potential vorticity (PV) injection into the free atmo-
sphere. In traditional atmospheric models of ocean–
atmosphere interaction, no net PV source due to lower-
boundary heating is taken into account (see Kushnir et
al. 2002). In the F04 model, the vertical velocity at the
top of the AMBL drives the flow in the free atmo-
sphere and produces an eastward jet, parallel to the
oceanic front’s isotherms. A large gyre develops on ei-
ther side of this jet, cyclonic poleward and anticyclonic
equatorward of it.

The behavior of this jet-and-gyres flow field depends
on the thermal gradient T* across the front, for a given
length of the front. When this length is 600 km, as in
Fig. 1, the flow is steady, with a velocity field that is
symmetric about the axis of the oceanic front, as long as
T* ! 4°C. We refer to such a pattern as antisymmetric,
because the barotropic streamfunction of the free at-
mosphere has this property. For 4°C ! T* ! 5°C, the
flow is periodic in time, with a period of roughly 30
days, and it is asymmetric in space. The Hopf bifurca-
tion at T* ≅ 4°C that leads from steady to periodic flows
is caused by a shear instability with a characteristic
wavelength of about 500 km and a symmetric stream-
function field. The superposition of this symmetric pat-
tern onto the antisymmetric basic flow results in the
overall asymmetry of the full oscillatory solution.

At T* ! 5°C the solution becomes chaotic and its
dominant period is still close to a month. This period
increases suddenly to over two months at T* ! 6°C.
The two flow regimes, below and above T* ! 6°C,
possess distinct characteristics, besides the dominant
period: (i) The former one is a low-energy regime, in
which the SST front, and hence the atmospheric jet, are
relatively weak; in this regime, small meanders develop
along the jet axis. (ii) The latter is a high-energy regime
in which the SST front and the jet are stronger; in it,
large meanders and eddies develop along the jet.

In the F04 model, only barotropic instability mecha-
nisms are present, while baroclinic instability played a
major role in earlier studies of the midlatitude atmo-
sphere’s response to SST anomalies (Kushnir et al.
2002). In the present study we use a baroclinic model of
the free atmosphere in order to examine the role of
baroclinic instabilities in the jet-and-gyres dynamics.

More precisely, the purpose of this work is to provide
the answer to the following three questions:

1) Does the jet induced by the SST front in a barotro-
pic atmosphere survive in a baroclinic atmosphere,
where baroclinic instabilities are dominant?

2) What is the time scale and structure of the baroclinic
instabilities?

3) Are there any mixed barotropic–baroclinic instabili-
ties, and, if so, what do they look like?

A key motivation of the theoretical study in F04 and
here is to elucidate the origin of intraseasonal atmo-
spheric oscillations observed over the North Atlantic
Ocean. In particular, the 70-day oscillation found by
Plaut and Vautard (1994) in geopotential heights at 700
hPa from the National Meteorological Center (NMC) is
characterized by fluctuations in both amplitude and po-
sition of the Atlantic jet, with a poleward-propagating
anomaly pattern. This oscillation cannot be related to
topographic instabilities, as is the case for other mid-
latitude intraseasonal oscillations (Simmons et al. 1983;
Ghil and Childress 1987; Jin and Ghil 1990), nor to the
extratropical effects of the Madden and Julian (1971)
oscillation. Our study does provide two plausible
mechanisms for this oscillation, both related to insta-
bilities induced by the strong SST gradients over the
Gulf Stream.

FIG. 1. Prescribed SST pattern for an oceanic front of length 600
km with strength T * " 6.1°C and frontal-width parameter d " 50
km; see Eq. (15). Contour interval (CI) is 2°C, starting at #6°C;
positive contours are solid; negative and zero contours dashed.
Axes in nondimensional units of $x counts, where $x " $y " 50
km/L, L being the length scale; see Eq. (1).
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edge. The mean baroclinic streamfunction (Fig. 3b)
over the SST front itself is associated with two opposite
gyres, cyclonic to the north and anticyclonic to the
south, while downstream of the front (x ! 60) the baro-
clinic flow exhibits two gyres with the opposite vortic-
ity; that is, anticyclonic to the north and cyclonic to
south. The total circulation, because of the superposi-
tion of the barotropic and baroclinic streamfunctions,

induces a jet that is both stronger and longer in the
upper layer than in the lower (not shown).

The power spectrum of the mean kinetic energy, de-
fined over the integration domain, is shown in Fig. 4.
We used the multitaper method (Thomson 1982; Mann
and Lees 1996) with three tapers and bandwidth pa-
rameter 2, as well as other methods in the Singular
Spectrum Analyses–Multitaper Method (SSA–MTM)

FIG. 4. Power spectra of the total kinetic energy; this and subsequent Figs. 5–9 refer to the
control experiment with T * " 6.1°C and # " $1. The spectra were calculated using the MTM
with three tapers and a bandwidth parameter of 2. Following Mann and Lees (1996), several
types of spectra (harmonic, reshaped, and median; see legend) were calculated and the labeled
peaks all exceed the 99% confidence level.

FIG. 3. Mean streamfunction field for T* " 6.1°C (CI " 2): (a) barotropic and (b)
baroclinic.
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Interpretation of atmospheric response

“Jet streak”
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Fig. 3a: FGS mechanism for atmospheric jet generation; the oceanic jet (blue arrow) gives rise 
to a jet stream (black arrow above) accompanied by a double-gyre circulation, up to the 
tropopause level. 
 

 

Fig. 3b:  of the SST in the North Atlantic between 15N-65N and 85W-0W. 

 

A further motivation of our work is to provide a
clearer understanding of the links between the Gulf
Stream position and strength, on the one hand, and the
North Atlantic Oscillation (NAO; Hurrell 1995; Hurrell
et al. 2003) and the frequency distribution of weather
regimes (Kimoto and Ghil 1993a,b; Plaut and Vautard
1994; Robertson et al. 2000) over the North Atlantic–
European sector, on the other. These links, however,
will have to be pursued further elsewhere, given the
highly idealized character of the models used by F04
and here.

In section 2, the baroclinic QG model of the free
atmosphere is described. In section 3, we study the
model’s instabilities, and the LFV and ultralow LFV to
which they give rise. In section 4, we summarize and
discuss these results.

2. The atmospheric model

We consider an atmospheric model composed of a
steady, analytical AMBL and a time-dependent, QG
baroclinic model for the free atmosphere above it. The
AMBL was described in details in F04. We present here
the baroclinic model for the free atmosphere.

This QG model has two modes in the vertical and the
model equations are nondimensionalized by the follow-
ing characteristic scales:

X, Y ! L; Z ! H; Ti ! L"V; # ! VL; T ! T*. !1"

Here, L is the horizontal length scale across the front,
H is the vertical scale of the free atmosphere, Ti is the
advective time scale, V scales the wind speed in the
cross-front direction, and the (nondimensional) tem-
perature T scales like the oceanic frontal strength T*.
In our experiments, T* will be varied; as seen later, this
is equivalent to varying the SST gradient of the thermal
front. The appropriate scales are listed in Table 1, along
with the main physical parameters.

The nondimensional PV equation with this scaling is

$q
$t

# %
$#

$x
# J!#, q" $ rH&4#, !2"

where wa is the vertical velocity in the free atmosphere
(Pedlosky 1987; Holton 1992).

The relative PV is given by

q % &2# #
$

$z !1
S

$#

$z" !3"

and the nondimensional parameters S, &, and rH by

S $
N2H2

f 2L2 , % $ %0

L2

V
, rH $

EH

2'
$

KH

VL
; !4"

S is the mean Burger number, &0 is the meridional gra-
dient of f, N $ N(z) is the Brunt–Väisälä frequency, KH

is the dimensional horizontal diffusion coefficient, ' $
V/fL is the Rossby number, based on the cross-frontal
speed V, and EH $ 2KH/fL2 is the horizontal Ekman
number. We shall also use the Froude number Fr $
V(gHET*/(0))1/2 of the AMBL, where (0 is the (dimen-
sional) reference value of the virtual potential tempera-
ture. The height of the AMBL is HE $ *(2k0/f )1/2,
where k0 is the turbulent eddy coefficient in the vertical
direction (see F04 for further details).

Along the meridional boundaries, we impose free-
slip + $ q $ 0, while in the zonal direction we use the
open boundary condition of Charney et al. (1950); that
is, the vorticity is specified in the inflow points and the
streamfunction is specified everywhere. Following F04,
the lower boundary condition for the free atmosphere
at z $ 0 is

H
Ha

d
dt # $

$z !1
S

$#

$z"$$
H
Ha

wa!x, y, z $ 0, t"

$ (&2# ) )&2T, !5"

where Ha is the height of the free atmosphere, nondi-
mensionalized in Eq. (5) by H. The vertical velocity wa

has, therewith, two components: one is due to the geo-
strophic flow above the AMBL, called in F04 the me-
chanical component; the other is due to the wind in-
duced in the AMBL by the oceanic thermal front and
called the thermal component.

The nondimensional constant

) $
1

2* !1 )
1

2*" gHE
2

HaV2

T*
+0

$
1

2* !1 )
1

2*" HE

Ha

1

Fr
2

!6"

TABLE 1. Characteristic scales and reference values for the
atmospheric model.

L (km) 50
H (km) 10
Ha (km) 10
HE (km) 0.8
Ti (day) 0.58
V (m s)1) 1
&0 (m)1 s)1) 1.8 , 10)11

k0 (m2 s)1) 3.3
KH (m2 s)1) 102

f (s)1) 10)4

g (m s )2) 9.81
(0 (K) 300
-0 (g cm)3) 10)3

L/.1 (km) 575

JANUARY 2007 F E L I K S E T A L . 99

SST-front driven pumping drives 
thermally direct circulation

“PV injection”
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Fig. 14: Evolution of the atmospheric surface stream function induced by SODA SST. 

Snapshots shown at unequally spaced time; each plot ci=10, the max and min values are given 

in the legend of each plot.} 
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Fig. 12: Evolution of the atmospheric barotropic component induced by SODA SST. Snapshots 

shown at unequally spaced time; each plot ci=8, the max and min values are given in the legend 

of each plot.} 
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Fig. 13: Evolution of the atmospheric baroclinic component induced by SODA SST. Snapshots 

shown at unequally spaced time; each plot ci=6, the max and min values are given in the legend 

of each plot. 
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Fig. 15: Spectral analysis of the atmospheric barotropic-baroclinic modes time series of MC-

MSSA spectrum computed with a window width of M = 150 months, the other details are as in 

Fig. 9. 
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Structure of 8.2-yr mode at the surface020406080
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Bi-spectra of observed and simulated NAO index 
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Fig. 20: Spectral analysis of the NAO index and SI of MC-MSSA spectrum computed with a 

window width of M = 200 months, the other detailes are as in Fig. 9. 

 

MSSA Power spectrum
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Fig. 21: The RC of the significant oscillatory modes of the NAO index (dashed line) and SI 

(solid line), ordered by decreasing variance, along with the associated periods and variances. 

The dotted line in (a) is the SST (divided by 45.6) reconstructed 8.5-year oscillatory mode at 

the point (74W, 37N) also shown in Fig. 6. 

Reconstructed components

–– simulated index
--- obs NAO



Atmospheric response when driven by spatially-
smoothed SODA SST
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Fig. 22: Evolution of the atmospheric surface stream function induced by smoothed SODA 

SST. Snapshots shown at unequally spaced time; each plot ci=10, the max and min values are 

given in the legend of each plot.  

Surface streamfunction snapshots MSSA Spectra

Overall energy is much weaker
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Fig. 24: Spectral analysis of the atmospheric barotropic-baroclinic modes time series (induced 

by smoothed SODA SST) of MC-MSSA spectrum computed with a window width of M = 150 

months, the other detailes are as in Fig. 9. 
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Summary

• spectral analyses of the SODA reanalysis SST field in two regions along the 
Gulf Stream front, 1958-2007

‣  prominent and statistically significant interannual oscillations

• mechanistic model of atmospheric response to SST fronts

‣ marine ABL + QG free atmosphere

‣ transverse thermally direct circulation spins up QG jet over front

‣ anticyclonic vorticity to the south and cyclonic to the north of the jet axis 
gives rise to Ekman damping and spin down

• atmospheric model response to SODA monthly history

‣ two extreme states of the atmospheric simulations 

• eastward extension of the westerly jet associated with the front

• quiescent state of very weak flow

‣ similar interannual periodicities to those found in SST
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Phase composites of Grand Banks SST: 10.5-yr 
mode 
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Fig. 11: Composites of the 10.5-year mode of SST in GBR, in eight phase categories are 

displayed clockwise around this central panel. These composites are based on the M-SSA pair 

(1,2), which captures 33% of the total variance (positive contours solid, negative ones dashed); 

the contour interval here is C. The mean SST (central panel) has contour interval of C. 

• extension/
contraction of the 
current 

• 5.7 and 3.2-yr 
modes exhibit similar 
structure



The JJG modelThe JJG model’’s s equilibriaequilibria

Nonlinear (advection)

effects break the (near)

symmetry:

(perturbed) pitchfork

bifurcation?

Subpolar gyre

dominates

Subtropical gyre
dominates

Jiang, Jin and Ghil, JPO, 1995



Observed and simulated NAO indices 
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Fig. 19: (a) NAO index (dashed line), SI (solid line), (b) trend and (c) dtrend. 

–– simulated index
--- obs NAO


